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## 1 Introduction

Goal: recover the geometry of the imaged objects (structure) and the motion of the camera from images.

Photogrammetry was born in 1850.
Analytical Photogrammetry was born in 1950.
Structure from motion in Computer Vision became an active field in the late '70s.

Completely automatic pipeline (Bundler): first decade of this century. Still an active field.

## 2 Background

The pin-hole (or stenopeic) camera is described by its centre $\mathbf{O}$ (also known as centre of projection) and the image plane.

The distance of the image plane from $\mathbf{O}$ is the focal length f (or principal distance).

The line from the camera centre perpendicular to the image plane is called the principal axis of the camera.

The plane parallel to the image plane containing the centre of projection is called the principal plane or focal plane of the camera.

The relationship between the 3-D coordinates of a scene point and the coordinates of its projection onto the image plane is described by the central or perspective projection.


Fig. 1. The pinhole camera

A 3-D point is projected onto the image plane with the line containing the point and the optical centre.

Let the centre of projection be the origin of a Cartesian coordinate system wherein the Z -axis is the principal axis.

By similar triangles it is readily seen that the 3-D point $(X, Y, Z)^{\top}$ is mapped to the point $(f X / Z, f Y / Z)^{\top}$ on the image plane.

If the world and image points are represented by homogeneous vectors, then perspective projection can be expressed in terms of matrix multiplication as

$$
\left(\begin{array}{c}
f X  \tag{1}\\
f Y \\
Z
\end{array}\right)=\left[\begin{array}{llll}
f & 0 & 0 & 0 \\
0 & f & 0 & 0 \\
0 & 0 & 1 & 0
\end{array}\right]\left(\begin{array}{l}
X \\
Y \\
Z \\
1
\end{array}\right)
$$

The matrix describing the mapping is called the camera projection matrix P. Equation (1) can be written simply as:

$$
\begin{equation*}
Z \tilde{x}=P \tilde{X} \tag{2}
\end{equation*}
$$

where $\tilde{X}=(X, Y, Z, 1)^{\top}$ are the homogeneous coordinates of the 3-D point and $\tilde{\mathrm{x}}=(u, v, 1)^{\top}$ are the homogeneous coordinates of the image point.

The above formulation assumes a special choice of world coordinate system and image coordinate system. It can be generalized by introducing suitable changes of the coordinates systems.

Changing coordinates in space is equivalent to multiplying the matrix $P$ to the right by a $4 \times 4$ matrix:

$$
G=\left[\begin{array}{ll}
R & t  \tag{3}\\
0 & 1
\end{array}\right]
$$

$G$ is composed by a rotation matrix $R$ and a translation vector $t$.
It describes the position and attitude of the camera with respect to an external (world) coordinate system.

It depends on six parameters, called exterior parameters.


Changing coordinates in the image plane is equivalent to multiplying the matrix $P$ to the left by a $3 \times 3$ matrix (representing an affine transform):

$$
\mathrm{V}=\left[\begin{array}{ccc}
\frac{1}{\Delta_{u}} & -\frac{1}{\Delta_{u} \tan \theta} & u_{0}  \tag{4}\\
0 & \frac{1}{\Delta_{v} \sin \theta} & v_{0} \\
0 & 0 & 1
\end{array}\right]
$$

where

- $u_{0}, v_{o}$ are the coordinates (in pixel) of the principal point (or image centre),
- $\theta$ is the angle between the coordinate axes of the pixels grid (should be $90^{\circ}$ ),
- and $\left(\Delta_{u}, \Delta_{v}\right)$ are width and height respectively of the pixel footprint on the camera photosensor (or effective dimensions of the pixel).

This transformation account for the fact that the pixel indices have the origin in the upper-left corner of the image, that the photosensor grid can be nonrectangular (or skewed), and that pixels have a given physical dimension.

It is customary to include also the focal length f (which act as a uniform scaling) in this transformation, to obtain:

$$
K=\left[\begin{array}{ccc}
\alpha_{\mathfrak{u}} & \gamma \alpha_{\mathfrak{u}} & u_{0}  \tag{5}\\
0 & r \alpha_{\mathfrak{u}} & v_{0} \\
0 & 0 & 1
\end{array}\right]
$$

K is the camera calibration matrix; it encodes the transformation in the image plane from the so-called normalized image coordinates to pixel coordinates. It depends on the so-called interior parameters:

- focal length $\alpha_{u}$ (in $\Delta_{\mathfrak{u}}$ units),
- principal point (or image centre) coordinates $u_{o}, v_{o}$ (in $\Delta_{\mathfrak{u}}$ units),
- aspect ratio $r=\Delta_{u} /\left(\Delta_{v} \sin \theta\right)$ (usually $\approx 1$ ),
- skew $\gamma=-1 / \tan \theta$ (usually $\approx 0$ ).

Thus the camera matrix, in general, is the product of three matrices:

$$
\begin{equation*}
\mathrm{P}=\mathrm{K}[\mathrm{I} \mid 0] \mathrm{G}=\mathrm{K}[\mathrm{R} \mid \mathrm{t}] \tag{6}
\end{equation*}
$$

and the projection equation writes:

$$
\begin{equation*}
\zeta \tilde{\mathbf{x}}=\mathrm{P} \tilde{\mathrm{X}} \tag{7}
\end{equation*}
$$

where $\zeta$ is a suitable scale factor, that turns out to be the distance of $\tilde{X}$ from the focal plane of the camera.

COP. The centre of projection $\mathbf{O}$ is the only point for which the projection is not defined, i.e.:

$$
\begin{equation*}
\mathrm{PO}=P\binom{0}{1}=0 \tag{8}
\end{equation*}
$$

where $\mathbf{0}$ is a 3-D vector containing the Cartesian (non-homogeneous) coordinates of the centre of projection. After solving for $\mathbf{0}$ we obtain:

$$
\begin{equation*}
\mathrm{O}=-\mathrm{P}_{1: 3}^{-1} \mathrm{P}_{4} \tag{9}
\end{equation*}
$$

where the matrix $P$ is represented by the block form: $P=\left[P_{1: 3} \mid P_{4}\right]$ (the subscript denotes a range of columns).

Optical ray. The optical ray of an image point $\tilde{x}$ is the locus of points in space that projects onto $\tilde{x}$. It can be described as a parametric line passing through the camera centre $\mathbf{O}$ and a special point (at infinity) that projects onto $\tilde{x}$ :

$$
\begin{equation*}
\tilde{\mathrm{x}}=\binom{-\mathrm{P}_{1: 3}^{-1} \mathrm{P}_{4}}{1}+\zeta\binom{\mathrm{P}_{1: 3}^{-1} \tilde{\mathrm{x}}}{0}, \quad \zeta \in \mathbb{R} . \tag{10}
\end{equation*}
$$

Please note that in order to be able to trace the optical ray of an image point, the interior parameters must be known.

### 2.1 Collinearity equations

In Photogrammetry the perspective projection is described by the so-called collinearity equations, which, in our notation with $\gamma=0, r=1$, write:

$$
\left\{\begin{array}{l}
u=u_{0}+\alpha_{u} \frac{\mathbf{r}_{1}^{\top}(\mathbf{X}-\mathbf{0})}{\mathbf{r}_{3}^{\top}(\mathbf{X}-\mathbf{0})} \\
v=v_{0}+\alpha_{v} \frac{\mathbf{r}_{2}^{\top}(\mathbf{X}-\mathbf{0})}{\mathbf{r}_{3}^{\top}(\mathbf{X}-\mathbf{0})}
\end{array}\right.
$$

where $r_{i}^{\top}$ are the rows of $R$.
The perspective projection equation (7) is the matrix equivalent of the collinearity equations. To see this, let substitute $P=K[R \mid t]$ in (7), obtaining:

$$
\tilde{x}=\zeta^{-1} K(R X+t)
$$

Since (from (9)) $t=-R O$ we have

$$
\tilde{x}=\zeta^{-1} K(R X-R O)=\zeta^{-1} K R(X-O)
$$

The third (homogeneous) coordinate of the lefthand side is 1 , the third coordinate of the righthand side is $\zeta^{-1}\left(\mathbf{r}_{3}^{\top}(\mathbf{X}-\mathbf{O})\right.$ ), hence $\zeta=\mathbf{r}_{3}^{\top}(\mathbf{X}-\mathbf{O})$.

### 2.2 Camera resection by DLT

A number of point correspondences $\tilde{\mathrm{x}}_{\mathrm{i}} \leftrightarrow \tilde{\mathrm{X}}_{\mathrm{i}}$ is given, and we are required to find a camera matrix $P$ such that

$$
\begin{equation*}
\tilde{x}_{i} \simeq P \tilde{X}_{i} \quad \text { for all } i . \tag{11}
\end{equation*}
$$

The equation can be rewritten in terms of the cross product as

$$
\begin{equation*}
\tilde{\mathrm{x}}_{\mathrm{i}} \times \mathrm{P} \tilde{\mathrm{X}}_{i}=0 \tag{12}
\end{equation*}
$$

This form will enable a simple a simple linear solution for P to be derived. Using the properties of the Kronecker product ( $\otimes$ ) and the vec operator (Magnus and Neudecker, 1999), we derive:
$\tilde{\mathbf{x}}_{i} \times \mathrm{P} \tilde{\mathrm{X}}_{i}=0 \Longleftrightarrow\left[\tilde{\mathrm{x}}_{\mathrm{i}}\right]_{\times} \mathrm{P} \tilde{\mathrm{X}}_{i}=0 \Longleftrightarrow \operatorname{vec}\left(\left[\tilde{\mathrm{x}}_{i}\right]_{\times} \mathrm{P} \tilde{\mathrm{X}}_{i}\right)=0 \Longleftrightarrow\left(\tilde{\mathbf{X}}_{i}^{\top} \otimes\left[\tilde{\mathrm{X}}_{\mathrm{i}}\right]_{\times}\right) \operatorname{vec} \mathrm{P}=0$

These are three equations in 12 unknown, only two of them are linearly independent.

Indeed, the rank of $\left(\tilde{\mathbf{X}}_{i}^{\top} \otimes\left[\tilde{\mathrm{x}}_{\mathrm{i}}\right]_{\times}\right)$is two because it is the Kronecker product of a rank-1 matrix by a a rank-2 matrix.

From a set of $n$ point correspondences, we obtain a $2 n \times 12$ coefficient matrix A by stacking up two equations for each correspondence.

In general $A$ will have rank 11 (provided that the points are not all coplanar) and the solution is the 1 -dimensional right null-space of $A$.

If the data are not exact (noise is generally present) the rank of $A$ will be 12 and a least-squares solution is sought, which can be obtained as the singular vector corresponding to the smallest singular value of $A$.

This algorithm is known as the Direct Linear Transform (DLT) algorithm (Hartley and Zisserman, 2003; Kraus, 2007).

## 3 Stereo processing

Stereo processing indicates generically all those techniques that are designed to estimate the three-dimensional coordinates of points on an object employing measurements made in two photographic images.

If the camera matrices are known the process reduces to intersection; assuming, as customary in Photogrammetry, known interior parameters, the core of the problem is to recover the (exterior) orientation ${ }^{1}$ of the two cameras, i.e. to compute a 6 d.o.f rigid transformation that represent position and angular attitude of the camera in a given reference system.

In this section we will study different "orientation" problems:

- Relative orientation
- Absolute orientation
- Exterior orientation

[^0]
### 3.1 Intersection (or triangulation)

Given the camera matrices $\mathrm{P}_{\ell}$ and $\mathrm{P}_{\mathrm{r}}$, let $\tilde{\mathrm{x}}_{\ell}$ and $\tilde{\mathbf{x}}_{r}$ be two conjugate points, i.e., they are projections of the same $3-D$ scene point $\tilde{X}$ on the left and right images respectively.

The goal of intersection is to recover the coordinates of $\tilde{\mathbf{X}}$.

Let us consider $\tilde{x}_{\ell}$, the projection of the 3D point $M$ according to the perspective projection matrix $P_{\ell}$. The projection equation (7) can be rewritten using the cross product as

$$
\begin{equation*}
\tilde{\mathbf{x}}_{\ell} \times P_{\ell} \tilde{X}=0 \tag{13}
\end{equation*}
$$


with the effect of eliminating the factor $\zeta$.
Hence, one point in one camera gives three homogeneous equations, two of which are independent.

Let us now consider its conjugate point $\tilde{x}_{r}$, and let $P_{r}$ be the second perspective projection matrix. Likewise we can write:

$$
\begin{equation*}
\tilde{\mathbf{x}}_{\mathrm{r}} \times \mathrm{P}_{\mathrm{r}} \tilde{\mathrm{X}}=0 \tag{14}
\end{equation*}
$$

Being both projection of the same 3 D point $\tilde{X}$, the equations provided by $\tilde{\mathrm{x}}_{\ell}$ and $\tilde{x}_{r}$ can be stacked, thereby obtaining a homogeneous linear system of six equations in four unknown (including the last component of $\tilde{\mathbf{X}}$ ):

$$
\left[\begin{array}{l}
{\left[\tilde{\mathbf{x}}_{\ell}\right]_{\times} \mathrm{P}_{\ell}}  \tag{15}\\
{\left[\tilde{\mathbf{x}}_{\mathrm{r}}\right]_{\times} \mathrm{P}_{\mathrm{r}}}
\end{array}\right] \tilde{\mathbf{x}}=\mathbf{0}
$$

where we used the fact that the cross product of two vectors can be written as a product of a skew-symmetric matrix and one vector: $\mathbf{a} \times \mathbf{b}=[\mathbf{a}]_{\times} \mathbf{b}$.

The solution is the null-space of the $6 \times 4$ coefficient matrix, which must then have rank three, otherwise only the trivial solution $\tilde{\mathrm{X}}=0$ would be possible. In the presence of noise this rank condition cannot be fulfilled exactly, so a least squares solution is sought, typically via Singular Value Decomposition (SVD).

This method generalizes to the case of $m>2$ cameras: each one gives two equations and one ends up with $2 m$ equations in four unknowns.

The problem can be solved in many different ways (the topic addressed in more details in (Beardsley et al., 1997; Hartley and Sturm, 1997; Hartley and Zisserman, 2003)). Here we cast it as a null-space problem, which fits well with the homogeneous representation of the solution $\tilde{X}$ and resembles the DLT algorithm for resection.

### 3.2 Relative orientation and the Essential matrix

Both in CV and Photogrammetry, a pivotal concept in stereo modelling is those of relative orientation, i.e., the rigid transformation that represent position and angular attitude of one camera with respect to the other.

The computer vision approach to the problem of relative orientation leads to an encoding of the baseline (translation) and attitude (rotation) in a single $3 \times 3$ matrix called the Essential matrix.

The essential matrix is defined by $E=[t]_{\times} R$, where $[t]_{\times}$is the skew-symmetric matrix that satisfies $[\mathbf{t}]_{\times} \mathbf{v}=\mathbf{t} \times \mathbf{v}$ for any vector $\mathbf{v}$, with $\mathbf{t}$ being the baseline and $R$ a rotation matrix encoding the attitude.

### 3.2.1 Epipolar geometry

Any unoccluded 3-D scene point $\tilde{X}=(X, Y, Z, 1)^{\top}$ is projected to the left and right image as $\tilde{\mathbf{x}}_{\ell}=\left(u_{\ell}, v_{\ell}, 1\right)^{\top}$ and $\tilde{\mathbf{x}}_{r}=\left(u_{r}, v_{r}, 1\right)^{\top}$, respectively.

Image points $\tilde{\mathbf{x}}_{\ell}$ and $\tilde{\mathrm{x}}_{\mathrm{r}}$ are called corresponding or conjugate points.
We will refer to the camera projection matrix of the left image as $P_{\ell}$ and of the right image as $P_{r}$. The 3-D point $\tilde{X}$ is then imaged as (16) in the left image, and (17) in the right image:

$$
\begin{align*}
\zeta_{\ell} \tilde{\mathbf{x}}_{\ell} & =\mathrm{P}_{\ell} \tilde{\mathrm{X}}  \tag{16}\\
\zeta_{\mathrm{r}} \tilde{\mathrm{x}}_{\mathrm{r}} & =\mathrm{P}_{\mathrm{r}} \tilde{\mathrm{X}} \tag{17}
\end{align*}
$$

The relationship between image points $\tilde{\mathbf{x}}_{\ell}$ and $\tilde{\mathbf{x}}_{\mathrm{r}}$ is given by the epipolar geometry.


Fig. 2. The epipolar geometry.

Given a point $\tilde{x}_{\ell}$, one can determine the epipolar line in the right image on which the corresponding point, $\tilde{\mathrm{x}}_{\mathrm{r}}$, must lie.

The equation of the epipolar line can be derived from the equation describing the optical ray, for the epipolar line of $\tilde{\mathrm{x}}_{\ell}$ geometrically represents the projection (Eq. (7)) of the optical ray of $\tilde{\mathbf{x}}_{\ell}$ (Eq. (10)) onto the right image plane:

$$
\begin{equation*}
\zeta_{\mathrm{r}} \tilde{\mathrm{x}}_{\mathrm{r}}=\mathrm{P}_{\mathrm{r}} \tilde{\mathrm{X}}=\underbrace{\mathrm{P}_{\mathrm{r}}\binom{-\mathrm{P}_{\ell_{1: 3}}^{-1} \mathrm{P}_{\ell_{4}}}{1}}_{\mathrm{e}_{\mathrm{r}}}+\zeta_{\ell} P_{\mathrm{r}}\binom{\mathrm{P}_{\ell_{1: 3}}^{-1} \tilde{\mathrm{x}}_{\ell}}{0} \tag{18}
\end{equation*}
$$

If we now simplify the above equation we obtain the description of the right epipolar line:

$$
\begin{equation*}
\zeta_{\mathrm{r}} \tilde{\mathrm{x}}_{\mathrm{r}}=\mathrm{e}_{\mathrm{r}}+\zeta_{\ell} \underbrace{\mathrm{P}_{\mathrm{r}_{1: 3}} \mathrm{P}_{\ell_{1: 3}}^{-1} \tilde{\mathrm{x}}_{\ell}}_{\tilde{\mathrm{x}}_{\ell}^{\prime}} \tag{19}
\end{equation*}
$$

This is the equation of a line through the right epipole $e_{r}$ and the image point $\tilde{\mathbf{x}}_{\ell}^{\prime}$ which represents the projection onto the right image plane of the point at infinity of the optical ray of $\tilde{x}_{\ell}$.

The equation for the left epipolar line can be obtained in a similar way.

### 3.2.2 The Essential matrix E

Let us now assume that the interior parameters are known, as is customary in Photogrammetry.

Hence we can switch to normalized image coordinates: $\tilde{\mathbf{p}} \leftarrow \mathrm{K}^{-1} \tilde{\mathrm{x}}$, that are measured in meters, whereas the coordinates of $\tilde{x}$ are in pixels.

The matrix K indeed contains the interior parameters of the digital camera and the pixel to meters conversion factor.

Using normalized image coordinates, the left and right camera projection matrices write:

$$
\begin{equation*}
\mathrm{P}_{\ell}=[\mathrm{I} \mid 0] \quad \text { and } \quad \mathrm{P}_{\mathrm{r}}=[\mathrm{R} \mid \mathrm{t}] . \tag{20}
\end{equation*}
$$

where the the world reference frame is fixed onto the left camera.
If we substitute these two particular instances of the camera projection matrices in Equation (18), we get

$$
\begin{equation*}
\zeta_{r} \tilde{\mathbf{p}}_{\mathrm{r}}=\mathbf{t}+\zeta_{\ell} R \tilde{\mathbf{p}}_{\ell} . \tag{21}
\end{equation*}
$$

In other words, the point $\tilde{\mathbf{p}}_{\mathrm{r}}$ lies on the line through the points t and $\mathrm{R} \tilde{\mathbf{p}}_{\ell}$. In the projective plane this can be written as follows:

$$
\begin{equation*}
\tilde{\mathbf{p}}_{\mathrm{r}}^{\mathrm{T}}\left(\mathbf{t} \times R \tilde{\mathbf{p}}_{\ell}\right)=0 \tag{22}
\end{equation*}
$$

as the homogeneous line through two points is expressed as their cross product, and a dot product of a point and a line is zero if the point lies on the line.

By introducing the matrix equivalent of the cross product, Equation (22) can be written as

$$
\begin{equation*}
\tilde{\mathbf{p}}_{\mathrm{r}}^{\top}[\mathbf{t}]_{\times} R \tilde{\mathbf{p}}_{\ell}=0 \tag{23}
\end{equation*}
$$

In summary, the relationship between the corresponding image points $\tilde{\mathbf{p}}_{\ell}$ and $\tilde{\mathbf{p}}_{\mathrm{r}}$ in normalized image coordinates is the bilinear form:

$$
\begin{equation*}
\tilde{\boldsymbol{p}}_{\mathrm{r}}^{\top} E \tilde{\boldsymbol{p}}_{\ell}=0 \tag{24}
\end{equation*}
$$

where we introduced the essential matrix E :

$$
\begin{equation*}
\mathrm{E}=[\mathrm{t}]_{\times} \mathrm{R} \tag{25}
\end{equation*}
$$

E encodes only information on the rigid displacement between cameras. It has five degrees of freedom: a 3-D rotation and a 3-D translation direction.
$E$ is characterized by the following theorem (Huang and Faugeras, 1989):

Theorem $1 A$ real $3 \times 3$ matrix E can be factorized as product of a nonzero skew-symmetric matrix and a rotation matrix if and only if $E$ has two identical singular values and a zero singular value.

The theorem has a constructive proof (see (Huang and Faugeras, 1989)) that describes how E can be factorized into rotation and translation (skew-symmetric) using its Singular Value Decomposition (SVD).

Proof. Let $\mathrm{E}=\mathrm{SR}$ where R is a rotation matrix and S is skew-symmetric. Let $S=[\mathbf{t}]_{\times}$where $\|t\|=1$. Then

$$
E E^{\top}=\mathrm{SRR}^{\top} \mathrm{S}^{\top}=\mathrm{SS}^{\top}=\mathrm{I}-\mathbf{t t}^{\top}
$$

Let $U$ the orthogonal matrix such that $U t=[0,0,1]^{\top}$. Then

$$
U E E^{\top} U^{\top}=U\left(I-t^{\top}\right) U^{\top}=I-U t^{\top} U^{\top}=I-[0,0,1]^{\top}[0,0,1]=\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 0
\end{array}\right]
$$

The elements of the diagonal matrix are the eigenvalues of $E E^{\top}$ i.e., the singular values of $E$. This demonstrates one implication.

Let us now give a constructive proof of the converse. Let $E=U D V^{\top}$ be the SVD of $E$, with $D=\operatorname{diag}(1,1,0)$ (with no loss of generality, since $E$ is defined up to a scale factor) and U and V orthogonal. The key observation is that

$$
D=\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 0
\end{array}\right]=\left[\begin{array}{ccc}
0 & -1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right]\left[\begin{array}{ccc}
0 & 1 & 0 \\
-1 & 0 & 0 \\
0 & 0 & 1
\end{array}\right] \triangleq S^{\prime} R^{\prime}
$$

where $S^{\prime}$ is skew symmetric and $R^{\prime}$ a rotation. Hence

$$
E=U D V^{\top}=U S^{\prime} R^{\prime} V^{\top}=\underbrace{\operatorname{det}\left(U V^{\top}\right)\left(U S^{\prime} U^{\top}\right)}_{S} \underbrace{\operatorname{det}\left(U V^{\top}\right)\left(U R^{\prime} V^{\top}\right)}_{R}
$$

Q.E.D.

This factorization is not unique. Because of homogeneity of $E$, we can change its sign, either by changing the sign of $S^{\prime}$ or by taking the transpose of $R^{\prime}$ (because $S^{\prime} R^{\prime \top}=-D$ ). In total, we have four possible factorizations given by:

$$
\begin{align*}
& S=U\left( \pm S^{\prime}\right) U^{\top}  \tag{26}\\
& R=\operatorname{det}\left(U V^{\top}\right) U R^{\prime} V^{\top} \text { or } R=\operatorname{det}\left(U V^{\top}\right) U R^{\prime \top} V^{\top} \tag{27}
\end{align*}
$$

The choice between the four displacements is determined by the requirement that the 3-D points must lie in front of both cameras, i.e., their depth must be positive.


Coffee break

### 3.2.3 The eight-point algorithm

If a number of point correspondences $\tilde{\mathbf{p}}_{\ell}^{i} \leftrightarrow \tilde{\mathbf{p}}_{\mathrm{r}}^{i}$ is given, we can recover the unknown matrix $E$ from Equation (24). To this end, we need to convert Equation (24) from its bilinear form to a form that matches the null-space problem. Thanks to the properties of the Kronecker product we can write:

$$
\tilde{\mathbf{p}}_{\mathrm{r}}^{\top} \mathrm{E} \tilde{\mathbf{p}}_{\ell}=0 \Longleftrightarrow \operatorname{vec}\left(\tilde{\mathbf{p}}_{\mathrm{r}}^{\top} \mathrm{E} \tilde{\mathbf{p}}_{\ell}\right)=0 \Longleftrightarrow\left(\tilde{\mathbf{p}}_{\mathrm{r}}^{\top} \otimes \tilde{\mathbf{p}}_{\ell}^{\top}\right) \operatorname{vec}(\mathrm{E})=0
$$

Each point correspondence gives rise to one linear equation in the unknown entries of $E$. From a set of $n$ point correspondences, we obtain a $n \times 9$ coefficient matrix $A$ by stacking up one equation for each correspondence. The leastsquares solution for $\operatorname{vec}(E)$ is the singular vector corresponding to the smallest singular value of $A$.

This simple algorithm provides good results in many situations and can be used to initialize a variety of more accurate, iterative algorithms. Details of these can be found in (Hartley and Zisserman, 2003).

The same algorithm can be used to compute the fundamental matrix if image points are expressed in pixel coordinates.

### 3.2.4 Closure

If a sufficient number of point correspondences $\tilde{\boldsymbol{p}}_{\ell}^{i} \leftrightarrow \tilde{\mathbf{p}}_{\mathrm{r}}^{i}$ is given, the construction of a 3D model from two images proceeds as follows:

- compute E with the eight-points algorithm (Sec. 3.2.3);
- factorize E in $[\mathbf{t}]_{\times}$and R using Theorem 1;
- use the rotation R and translation t to instantiate a camera pair as in Equation (20);
- compute 3D points coordinates by intersection.

The resulting model has an overall scale ambiguity deriving from the fact that $E$ is defined up to a scale factor: $t$ can be scaled arbitrarily in Equation (25) and one would get the same essential matrix. Therefore translation can be recovered from E only up to an unknown scale factor, which is inherited by the model.

This is also known as depth-speed ambiguity (in a context where points are moving and camera is stationary).

While in CV the stereo modelling can be considered completed once a 3D model have been obtained in a local (arbitrary) reference frame, in Photogrammetry it is mandatory that the model is expressed in world (geographic) coordinates. For this reason, the three methods presented below (Kraus, 2007) assume the knowledge of ground control points (GCP).

- two-step combined orientation (relative + absolute)
- separate exterior orientation
- combined single stage orientation (bundle)


### 3.3 Two-step combined orientation

This procedure works in two steps:

- Solve relative orientation and compute a stereomodel
- Align the stereomodel to GCPs via a 3D similarity (absolute orientation or georeferencing).

In Photogrammetry specific methods have been conceived to solve relative orientation, but they can be seen as functionally equivalent to the Essential approach described above.

We shall therefore concentrate on the second step, dubbed absolute orientation.

### 3.3.1 Absolute orientation

Given two sets of 3-D points $\left\{\mathbf{B}^{i}\right\}$ and $\left\{\mathbf{A}^{i}\right\}, \mathfrak{i}=1 \ldots p$ related by

$$
\begin{equation*}
B^{i}=\lambda R A^{i}+t \quad \text { for all } i=1 \ldots p \tag{28}
\end{equation*}
$$

we are required to estimate the unknown rotation $R$, translation $t$ and the scale $\lambda$ from point correspondences.

Assuming homogeneous and isotropic noise, the optimal (ML) estimate can be obtained via (Extended) Orthogonal Procrustes Analysis (next section).
The terms Procrustes Analysis (e.g. (Gower and Dijksterhuis, 2004)) is referred to a set of least squares mathematical models used to compute transformations among corresponding points belonging to a generic $k$-dimensional space, in order to achieve their maximum agreement.

In particular, the Extended Orthogonal Procrustes Analysis (EOPA) model allows to recover the least squares similarity transformation between two point sets.

Let us consider two matrices $A$ and $B$ containing the coordinates of $p$ points of $\mathbb{R}^{k}$ by rows. EOPA allows to directly estimate the unknown rotation matrix $R$, a translation vector $t$ and a global scale factor $\lambda$ for which the residual:

$$
\begin{equation*}
\left\|B-\lambda A R-1 t^{\top}\right\|_{F}^{2} \tag{29}
\end{equation*}
$$

is minimum, under the orthogonality condition: $R^{\top} R=R R^{\top}=I$.
The minimization proceeds by defining a Lagrangean function and setting the derivatives to zero (details can be found in (Schnemann and Carroll, 1970)).

The rotation is given by

$$
\begin{equation*}
\mathrm{R}=\operatorname{Udiag}\left(1,1, \operatorname{det}\left(\mathrm{UV}^{\top}\right)\right) \mathrm{V}^{\top} \tag{30}
\end{equation*}
$$

where U and V are determined from the SVD decomposition:

$$
\begin{equation*}
A^{\top}\left(I-11^{\top} / p\right) B=U D V^{\top} \tag{31}
\end{equation*}
$$

The $\operatorname{det}\left(U V^{\top}\right)$ normalization guarantees that $R$ is not only orthogonal but has positive determinant (Wahba, 1965).

Then the scale factor can be determined with:

$$
\begin{equation*}
\lambda=\frac{\operatorname{tr}\left(R^{\top} A^{\top}\left(\mathrm{I}-11^{\top} / \mathrm{p}\right)\right)}{\operatorname{tr}\left(A^{\top}\left(\mathrm{I}-11^{\top} / \mathrm{p}\right) A\right)} \tag{32}
\end{equation*}
$$

And finally the translation writes:

$$
\begin{equation*}
\mathbf{t}=(\mathrm{B}-\lambda A R)^{\top} 1 / p \tag{33}
\end{equation*}
$$

To reconcile this notation with the one that is more customary in Computer Vision, it is sufficient to note that:

- points are represented by rows, hence linear operators (e.g., rotations) are represented by post-multiplication with a matrix;
- $A 1 / p$ where $A$ is $n \times p$ corresponds to taking the average of the rows;
- A $\left(I-11^{\top} / p\right)$ has the effect of subtracting to $A$ its rows average. The matrix $\left(\mathrm{I}-11^{\top} / \mathrm{p}\right)$ is symmetric and idempotent.

The EOPA solves also the total least squares formulation of the problem, where both sets are assumed to be corrupted by noise (Arun, 1992)

However, if noise is more realistically considered anisotropic and inhomogeneous, The ML solution becomes a non-linear least-squares, that can be solved with Levenberg-Marquardt. The LM is basically the Gauss-Newton method, to which the gradient descent principle is combined to ensure convergence.

In geodetic science (and Photogrammetry as well), on the other hand, the Gauss-Helmert method is popular for similarity estimation (the similarity transformation is sometimes referred to as the Helmert transformation). The Gauss-Helmert method first linearizes the nonlinear constraint around the current values of the unknowns and expresses the residual as a quadratic function in the increments of the variables. Then, the variables are updated by the increments that minimizes it, and this procedure is iterated.

Gauss-Helmert can be seen as an instance of Gauss-Newton with a specific Hessian approximation (Kanatani and Niitsuma, 2012).

### 3.4 Separate exterior orientation

In this method the position and attitude of each camera with respect to the object coordinate system (exterior orientation of the camera) is solved independently.

The problem can be solved with the help of the collinearity equations

$$
\mathrm{p}=\mathrm{f}(\mathrm{O}, \omega, \mathrm{X})
$$

that express measured quantities $\mathbf{p}$ as a function of the exterior orientation parameters $\mathbf{0}, \boldsymbol{\omega}$, where the vector $\boldsymbol{\omega}$ collects the three parameters that describe the rotation $R$.

For every measured point two equations are obtained. If 3 GPS are measured, a total of 6 equations is formed to solve for the 6 parameters of exterior orientation.

The collinearity equations are not linear in the parameters. Therefore, the solution requires approximate values with which the iterative process will start.

### 3.4.1 Exterior Orientation

The problem of estimating the position and attitude of a perspective camera given its intrinsic parameters and a set of world-to-image correspondences is known as the Perspective- $n$-Point camera pose problem ( PnP ) in computer vision or exterior orientation problem in Photogrammetry

Given a number $p$ of 2D-3D point correspondences $X_{j} \leftrightarrow X_{j}$ and the intrinsic camera parameters $K$, the PnP problem requires to find a rotation matrix $R$ and a translation vector $t$ (which specify attitude and position of the camera) such that:

$$
\begin{equation*}
\zeta_{j} \tilde{x}_{j}=K[R \mid t] \tilde{X}_{j} \quad \text { for all } i . \tag{34}
\end{equation*}
$$

where $\zeta_{j}$ denotes the depth of $X_{j}$.
One could immediately solve this problem by doing camera resection with DLT in normalized camera coordinates. The algorithm is linear, but it does not enforces the orthonormality constraints on the rotation matrix, hence it is sub-optimal. Ad hoc methods should be used in that case, which provide an orthogonal matrix by construction (Fiore, 2001; Ansar and Daniilidis, 2003; Lepetit et al., 2009; Gao et al., 2003; Lepetit et al., 2009; Hesch and Roume-
liotis, 2011).
In a recent paper (Garro et al., 2012) the image exterior orientation problem have been solved using a Procrustean model.

After some rewriting, (34) becomes:

$$
\underbrace{\left[\begin{array}{cccc}
\zeta_{1} & 0 & \ldots & 0  \tag{35}\\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & \zeta_{p}
\end{array}\right]}_{Z} \underbrace{\left[\begin{array}{c}
\tilde{\mathbf{p}}_{1}^{\top} \\
\vdots \\
\tilde{\mathbf{p}}_{p}^{\top}
\end{array}\right]}_{P} \mathrm{R}+\underbrace{\left[\begin{array}{c}
0^{\top} \\
\vdots \\
\mathbf{O}^{\top}
\end{array}\right]}_{10^{\top}}=\underbrace{\left[\begin{array}{c}
X_{1}^{\top} \\
\vdots \\
X_{p}^{\top}
\end{array}\right]}_{S} .
$$

where $\tilde{\mathbf{p}}_{j}=K^{-1} \tilde{\mathbf{x}}_{j}, \mathbf{O}=-R^{\top} \mathrm{t}$, and 1 is the unit vector. In matrix form:

$$
\begin{equation*}
S=Z P R+10^{\top} \tag{36}
\end{equation*}
$$

where $P$ is the matrix by rows of (homogeneous) image coordinates defined in the camera frame, $S$ is the matrix by rows of point coordinates defined in the external system, Z is the diagonal (positive) depth matrix, $\mathbf{O}$ is the coordinate vector of the projection centre, and $R$ is the orthogonal rotation matrix.

One can recognize an instance of the EOPA model with a diagonal unknown matrix Z of anisotropic scales that replaces the uniform scale $\lambda$.

The minimization is accomplished with an alternating scheme (also called "block relaxation" (de Leeuw, 1994)), where each variable is alternatively estimated while keeping the others fixed.

As a matter of fact, the Procrustean solution can be seen as iterating between two stages, namely:

- assuming $Z$ is known, use EOPA to find rotation and translation;
- given R and $\mathbf{O}$, solve for Z by finding the position along the (fixed) optical ray that minimizes the distance to the (known) 3D points.

In order to solve this last step, let us rewrite Eq. (36) as:

$$
\begin{equation*}
Z P=\left(S-10^{\top}\right) R^{\top} \tag{37}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
\mathrm{P}^{\top} \mathrm{Z}=\mathrm{Y} \tag{38}
\end{equation*}
$$

with $Y=R\left(S-10^{\top}\right)^{\top}$ and $Z$ is diagonal.

Hence, $Z$ is the solution of the linear system:

$$
\begin{equation*}
\operatorname{blockdiag}\left(\mathrm{P}^{\top}\right) \operatorname{diag}^{-1}(\mathrm{Z})=\operatorname{vec}(\mathrm{Y}) \tag{39}
\end{equation*}
$$

where and blockdiag is the operator that construct a block diagonal matrix from the columns of its argument, diag ${ }^{-1}$ returns a vector containing the diagonal elements of its argument.

Any non-negativity constraint on Z must be enforced a-posteriori by clipping to zero negative values.


Fig. 3. The estimated depth defines a 3D point along the optical ray of the image point $\tilde{\mathbf{p}}$. The segment (perpendicular to the optical ray) joining this point and the corresponding reference 3D point $\tilde{X}$ is $\Delta$. The position and attitude of the camera plus the depth of the points are estimated in such a way to minimize the length of the $\Delta \mathrm{s}$ for all the points, in a least squares sense.

### 3.5 Combined single stage orientation

This is also called the "bundle" method, and indeed it is equivalent to a bundle adjustment (see ahead) with just two images and GCPs. The basic idea is the following. Let us rewrite the collinearity equation as

$$
\mathbf{p}=\mathbf{f}(\mathbf{O}, \boldsymbol{\omega}, \mathbf{X})
$$

where the vector $\omega$ collects the three parameters that describe the rotation $R$; the 6 orientation parameters $(\mathbf{O}, \boldsymbol{\omega})$ are unknown, while some of the 3 D points X are known (GCP) and the others are not (tie-points).

For every GCP four equations ( 2 for each camera) can be written in 12 unknown (the orientation of one camera has 6 d.o.f). For every tie-point we add four equations and 3 unknowns (its 3D position), therefore the balance is positive: tie-points adds information.

As a matter of fact, in CV this method is used without GCP, and the model is therefore represented in an arbitrary reference system.

This is the most accurate method, but it boils down to a non-linear minimization, hence it needs approximate values to start with.

## 4 Multiple images constraints

The question whether epipolar geometry can be generalized to more than two images arises naturally. Since conjugate points in two images are linked by a bilinear form, one might conjecture that points in tree images are related by a trilinear form, and so on. This is indeed correct, and in this section we shall see how all the meaningful multifocal constraints on N images can be derived in very elegant way, as described in (Heyden, 1998).

Consider one point viewed by $m$ cameras:

$$
\begin{equation*}
\zeta_{i} \tilde{x}_{i}=P_{i} \tilde{X} \quad i=1 \ldots m \tag{40}
\end{equation*}
$$

By stacking all these equations we obtain:

$$
\underbrace{\left[\begin{array}{ccccc}
P_{1} & \tilde{x}_{1} & 0 & \ldots & 0  \tag{41}\\
P_{2} & 0 & \tilde{x}_{2} & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
P_{m} & 0 & 0 & \ldots & \tilde{x}_{m}
\end{array}\right]}_{\mathrm{L}}\left[\begin{array}{c}
\tilde{X} \\
-\zeta_{1} \\
-\zeta_{2} \\
\vdots \\
-\zeta_{m}
\end{array}\right]=\left[\begin{array}{c}
0 \\
0 \\
\vdots \\
0
\end{array}\right]
$$

This implies that the $3 m \times(m+4)$ matrix $L$ is rank-deficient, i.e., $\operatorname{rank} L<$ $m+4$. In other words, all the $(m+4) \times(m+4)$ minors of $L$ are equal to 0 .

The minors that does not contain at least one row from each camera are identically zero, since they contain a zero column.

If a minor contains only one row from some camera, the image coordinate corresponding to this row can be factored out (using Laplace expansion along the corresponding column).

Hence, at least one row has to be taken from each camera to obtain a meaningful constraint, plus another row from each camera to prevent the constraint to be trivially factorized.


Since there are $m$ views, after taking one row from each camera, the remaining four rows can be chosen as follows, depending on the number of cameras:

If $m=2$ choosing two rows from one image and two rows from another image gives a bifocal (epipolar) constraint.

If $m=3$, choosing two rows from one image, one row from another image and one row from a third image gives a trifocal constraint.

If $m=4$, choosing one row from each of four different images gives a quadrifocal constraint.

If $m>4$, there is no way to avoid that some minors contain only one row from some images.

Hence, constraints involving more than 4 cameras can be factorized as product of the two, three, or four-images constraints and image point coordinates. This indicates that no interesting constraints can be written for more than four images ${ }^{2}$.

[^1]In Section 3.2.4 we saw how a camera pair can be extracted from the essential matrix. Likewise, a triplet of consistent cameras can extracted from the trifocal tensor. The procedure is fairly tricky, though and generalizes only up to four cameras.

As a consequence, there is no direct generalization of the stereo modelling to multiple images, and specific methods have been developed in Photogrammetry and Computer Vision.

Lunch break

We reconvene at 14:30

## 5 Block processing

Block processing is the generalization of stereo processing to multiple overlapping images (a block).

The technique referred to as Structure from Motion (SfM) in Computer Vision has a large overlap with the block adjustment problem of Photogrammetry: given multiple images of a stationary scene, the goal is to recover both scene structure, i.e. 3D coordinates of object points, and camera motion, i.e. the exterior orientation (position and attitude) of the photographs.

It is assumed that the interior parameters of the cameras are known, namely the focal length and the coordinates of the principal point.



Fig. 4. The proposed taxonomy of Structure from Motion methods

There are many possible taxonomies of the Structure-from-motion methods. We choose to first dichotomize methods that merge partial models vs global methods that uses all points and all cameras simultaneously.

Among the first we single out Bundle Adjustment (e.g. (Triggs et al., 2000)), and factorization-based methods.

The other class is further subdivided according to the the space where the merging occurs: frame space or points space.

In the first case camera frames are aligned before recovering the 3D points (Govindu, 2001; Martinec and Pajdla, 2007a; Kahl and Hartley, 2008b; Enqvist et al., 2011; Arie-Nachimson et al., 2012; Moulon et al., 2013) ( first solve for the "motion" and then recover the "structure"), whereas in the second case 3D points are recovered and then used to guide the alignment.

In the latter group we find the independent models block adjustments (e.g. (Crosilla and Beinat, 2002)), where first stereo-models are built and then co-registered, and structure-and-motion methods, such as resection-intersection methods (Brown and Lowe, 2005; Snavely et al., 2006a), hierarchical methods (Gherardi et al., 2010; Ni and Dellaert, 2012)), where "structure" and "motion" are somehow interleaved.

### 5.1 Bundle block adjustment

Bundle block adjustment minimizes the reprojection error, i.e., the image distance between the re-projected point $P_{i} \tilde{X}^{j}$ and measured image points $\tilde{\mathbf{x}}_{i}^{j}$ for every view in which the 3-D point appears:

$$
\begin{equation*}
\min _{P_{i}, \tilde{x}^{j}} \sum_{i, j} d\left(P_{i} \tilde{X}^{j}, \tilde{x}_{i}^{j}\right)^{2} \tag{42}
\end{equation*}
$$

where $d()$ is the Euclidean distance between the homogeneous points.
If the reconstruction is projective $P_{i}$ is parameterized with its 11 d.o.f. whereas if the reconstruction is Euclidean, one should use $P_{i}=K_{i}\left[R_{i} \mid t_{i}\right]$ where the rotation has to be suitably parameterized with 3 d.o.f.

In this case, using the collinearity equations, it can be equivalently written:

$$
\begin{equation*}
\min _{\mathbf{o}_{i}, \boldsymbol{\omega}_{i}, x^{j}} \sum_{i, j}\left\|\mathbf{p}_{i}^{j}-f\left(\mathbf{O}_{i}, \boldsymbol{\omega}_{i}, \mathbf{X}^{j}\right)\right\|^{2} \tag{43}
\end{equation*}
$$

with possibly some $X$ known and fixed (GCPs).
See also (Triggs et al., 2000) for a review and a more detailed discussion on bundle adjustment.


Fig. 5. Bundle adjustment. GCP are in red; tie-points are in gray.

As $m$ and $n$ increase, this becomes a very large minimization problem. However the Jacobian of the residual has a specific structure that can be exploited to gain efficiency.

- Primary structure: on the row corresponding to $\tilde{x}_{i}^{j}$, only the two elements corresponding to camera $P_{i}$ and to point $\tilde{\mathbf{X}}^{j}$ are nonzero.
- Secondary structure: not all points are seen in all views (data-dependent).


The primary structure can be exploited to decompose the Jacobian two parts: one relative to cameras and one to points:

$$
\mathrm{J}=\left[\begin{array}{ll}
\mathrm{J}_{\mathrm{c}} & \mathrm{~J}_{\mathrm{p}} \tag{44}
\end{array}\right]
$$

Please note that $\mathrm{J}_{\mathrm{c}}$ and $\mathrm{J}_{\mathrm{p}}$ are block diagonal. The normal equation

$$
\begin{equation*}
\underbrace{J^{\top} J}_{H} \Delta \mathbf{u}=-J^{\top} f(\mathbf{u}) \tag{45}
\end{equation*}
$$

is partitioned accordingly:

$$
\left[\begin{array}{cc}
J_{c}^{\top} J_{c} & J_{c}^{\top} J_{p}  \tag{46}\\
J_{p}^{\top} J_{c} & J_{p}^{\top} J_{p}
\end{array}\right]\left[\begin{array}{c}
\Delta \mathbf{u}_{c} \\
\Delta \mathbf{u}_{p}
\end{array}\right]=\left[\begin{array}{l}
-J_{c}^{\top} f\left(\mathbf{u}_{c} \mid \mathbf{u}_{p}\right) \\
-\int_{p}^{\top} f\left(\mathbf{u}_{c} \mid \mathbf{u}_{p}\right)
\end{array}\right]
$$

or equivalently:

$$
\left[\begin{array}{ll}
\mathrm{H}_{\mathrm{cc}} & \mathrm{H}_{\mathrm{cp}}  \tag{47}\\
\mathrm{H}_{\mathrm{pc}} & \mathrm{H}_{\mathrm{pp}}
\end{array}\right]\left[\begin{array}{l}
\Delta \mathbf{u}_{\mathrm{c}} \\
\Delta \mathbf{u}_{\mathrm{p}}
\end{array}\right]=\left[\begin{array}{l}
\mathrm{b}_{\mathrm{c}} \\
\mathrm{~b}_{\mathrm{p}}
\end{array}\right] .
$$

where $H_{c c}$ and $H_{p p}$ are block diagonal.

Let us multiply the equation by

$$
\left[\begin{array}{cc}
\mathrm{I} & -\mathrm{H}_{\mathrm{cp}} \mathrm{H}_{\mathrm{pp}}^{-1}  \tag{48}\\
0 & \mathrm{I}
\end{array}\right]
$$

which has the effect of making the lefthand matrix block lower triangular:

$$
\left[\begin{array}{cc}
\mathrm{H}_{\mathrm{cc}}-\mathrm{H}_{\mathrm{cp}} \mathrm{H}_{\mathrm{pp}}^{-1} \mathrm{H}_{\mathrm{pc}} & 0  \tag{49}\\
\mathrm{H}_{\mathrm{pc}} & \mathrm{H}_{\mathrm{pp}}
\end{array}\right]\left[\begin{array}{l}
\Delta \mathbf{u}_{\mathrm{c}} \\
\Delta \mathbf{u}_{\mathrm{p}}
\end{array}\right]=\left[\begin{array}{c}
\mathrm{b}_{\mathrm{c}}-\mathrm{H}_{\mathrm{cp}} \mathrm{H}_{\mathrm{pp}}^{-1} \mathrm{~b}_{\mathrm{p}} \\
\mathrm{~b}_{\mathrm{p}}
\end{array}\right]
$$

Hence the unknown can be recovered as in a blockwise Gaussian elimination

$$
\begin{gather*}
\left(\mathrm{H}_{\mathrm{cc}}-\mathrm{H}_{\mathrm{cp}} \mathrm{H}_{\mathrm{pp}}^{-1} \mathrm{H}_{\mathrm{pc}}\right) \Delta \mathbf{u}_{\mathrm{c}}=\mathrm{b}_{\mathrm{c}}-\mathrm{H}_{\mathrm{cp}} \mathrm{H}_{\mathrm{pp}}^{-1} \mathrm{~b}_{\mathrm{p}}  \tag{50}\\
\Delta \mathbf{u}_{\mathrm{p}}=\mathrm{H}_{\mathrm{pp}}^{-1}\left(\mathrm{~b}_{\mathrm{p}}-\mathrm{H}_{\mathrm{pc}} \Delta \mathbf{u}_{\mathrm{c}}\right) \tag{51}
\end{gather*}
$$

The linear system is smaller than the original, and the inversion of $H_{p p}$ is made easy by its block structure.

The secondary structure reflects onto the matrix $\left(H_{c c}-H_{c p} H_{p p}^{-1} H_{p c}\right)$ : if each image sees inly a fraction of points it will be sparse. For a sequence of images it has a band structure.

The numerical implementations of BA can differ, but all of them stem from the Gauss-Newton method.

Levemberg-Marquardt is customarily used in Computer Vision, but it is is basically a Gauss-Newton method, to which the gradient descent principle is combined to improve convergence.

If the cost function is weighted by the true measurement covariances, there is no difference between the Gauss-Newton method and the so-called GaussMarkov adjustment (common in Photogrammetry).

Moreover, all these methods can be seen as instances of a more general class of damped Gauss-Newton methods (Börlin and Grussenmeyer, 2013).

Bundle block adjustment is the optimal (in a ML sense) solution to structure and motion, but it requires to be initialized close to the solution so, it does not solve the problem alone, some other method is needed to bootstrap the reconstruction. Also, it does not deal with the matching stage (how tie-points are obtained).

### 5.2 Factorization method

When many images are available, an elegant method for multi-image modeling is described in (Sturm and Triggs, 1996), based on the same idea of the factorization method (Tomasi and Kanade, 1992).

Iterative factorization methods (Sturm and Triggs, 1996; Heyden, 1997; Oliensis, 1999; Oliensis and Hartley, 2007) yield a projective model from multiple images by a two step iteration (a block relaxation, in fact), where in one step a measurement matrix, containing image points coordinates, is factorized with SVD, and in the subsequent step the depths of the points are computed, assuming all the other parameters fixed.

A limitation of these methods is that they work with pixel coordinates (i.e., uncalibrated images), thereby producing a projective model, i.e. a model that differs from the true one by an unknown projectivity of space. The knowledge of the interior parameters of the images (either by calibration or autocalibration) allows to subsequently upgrade the model to a Euclidean one, that differs from the true model by a similarity transformation.

Consider $m$ cameras $P_{1} \ldots P_{m}$ looking at $n 3$-D points $\tilde{X}^{1} \ldots \tilde{X}^{n}$. The usual projection equation

$$
\begin{equation*}
\zeta_{i}^{j} \tilde{x}_{i}^{j}=P_{i} \tilde{X}^{j} \quad i=1 \ldots m, \quad j=1 \ldots n \tag{52}
\end{equation*}
$$

can be written in matrix form:

$$
\underbrace{\left[\begin{array}{cccc}
\zeta_{1}^{1} \tilde{x}_{1}^{1} & \zeta_{1}^{2} \tilde{x}_{1}^{2} & \ldots & \zeta_{1}^{n} \tilde{x}_{1}^{n}  \tag{53}\\
\zeta_{2}^{1} \tilde{x}_{2}^{1} & \zeta_{2}^{2} \tilde{x}_{2}^{2} & \ldots & \zeta_{2}^{n} \tilde{x}_{2}^{n} \\
\vdots & \vdots & \ddots & \vdots \\
\zeta_{m}^{1} \tilde{x}_{m}^{1} & \zeta_{m}^{2} \tilde{x}_{m}^{2} & \ldots & \zeta_{m}^{n} \tilde{x}_{m}^{n}
\end{array}\right]}_{\text {scaled measurements } W}=\underbrace{\left[\begin{array}{c}
P_{1} \\
P_{2} \\
\vdots \\
P_{m}
\end{array}\right]}_{P} \underbrace{\left[\tilde{\mathbf{X}}^{1}, \tilde{X}^{2}, \ldots \tilde{\mathbf{X}}^{n}\right]}_{\text {structure } M} .
$$

In this formula the $\tilde{x}_{i}^{j}$ are known, but all the other quantities are unknown, including the projective depths $\zeta_{i}^{j}$. Equation (53) tells us that $W$ can be factored into the product of a $3 \mathrm{~m} \times 4$ matrix P and a $4 \times \mathrm{n}$ matrix $M$. This also means that $W$ has rank four.

If we assume for a moment that the projective depths $\zeta_{i}^{j}$ are known, then matrix $W$ is known too and we can compute its singular value decomposition:

$$
\begin{equation*}
W=U D V^{\top} \tag{54}
\end{equation*}
$$

In the noise-free case, $\mathrm{D}=\operatorname{diag}\left(\sigma_{1}, \sigma_{2}, \sigma_{3}, \sigma_{4}, 0, \ldots 0\right)$, thus, only the first 4 columns of $U(V)$ contribute to this matrix product. Let $U_{3 m \times 4}\left(V_{n \times 4}\right)$ the matrix of the first 4 columns of $U(V)$. Then:

$$
\begin{equation*}
W=U_{3 \mathfrak{m} \times 4} \operatorname{diag}\left(\sigma_{1}, \sigma_{2}, \sigma_{3}, \sigma_{4}\right) V_{n \times 4}^{\top} \tag{55}
\end{equation*}
$$

The sought model is obtained by setting:

$$
\begin{equation*}
\mathrm{P}=\mathrm{U}_{3 \mathrm{~m} \times 4} \operatorname{diag}\left(\sigma_{1}, \sigma_{2}, \sigma_{3}, \sigma_{4}\right) \quad \text { and } \quad M=V_{n \times 4}^{\top} \tag{56}
\end{equation*}
$$

This model is unique up to a (unknown) projective transformation. Indeed, for any non singular projective transformation $T$, PT and $T^{-1} M$ is an equally valid factorization of the data into projective motion and structure. Consistently, the choice to subsume $\operatorname{diag}\left(\sigma_{1}, \sigma_{2}, \sigma_{3}, \sigma_{4}\right)$ in P is arbitrary.

In presence of noise, $\sigma_{5}$ will not be zero. By forcing $\mathrm{D}=\operatorname{diag}\left(\sigma_{1}, \sigma_{2}, \sigma_{3}, \sigma_{4}, 0, \ldots 0\right)$ one computes the solution that minimizes the following error:

$$
\|W-P M\|_{F}^{2}=\sum_{i, j}\left\|\zeta_{i}^{j} \tilde{x}_{i}^{j}-P_{i} \tilde{\mathbf{X}}^{j}\right\|^{2}
$$

where $\|\cdot\|_{F}$ is the Frobenius norm. As the depth $\zeta_{i}^{j}$ are unknown, we are left with the problem of estimating them.

An iterative solution is to alternate estimating $\zeta_{i}^{j}$ (given $P$ and $M$ ) with estimating $P$ and $M$ (given $\zeta_{i}^{j}$ ).

If $P$ and $M$ are known, estimating $\zeta_{i}^{j}$ is a linear problem. Indeed, for a given point $j$ the projection equation writes:

$$
\left[\begin{array}{c}
\zeta_{1}^{j} \tilde{x}_{1}^{j}  \tag{57}\\
\zeta_{2}^{j} \tilde{x}_{2}^{j} \\
\vdots \\
\zeta_{m}^{j} \tilde{x}_{m}^{j}
\end{array}\right]=\underbrace{\left[\begin{array}{cccc}
\tilde{x}_{1}^{j} & 0 & \ldots & 0 \\
0 & \tilde{x}_{2}^{j} & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & \tilde{x}_{m}^{j}
\end{array}\right]}_{Q^{j}} \underbrace{\left[\begin{array}{c}
\zeta_{1}^{j} \\
\zeta_{2}^{j} \\
\vdots \\
\zeta_{m}^{j}
\end{array}\right]}_{\zeta^{j}}=\mathrm{PM}^{j}
$$

The method can be summarized as follows:

1. Start from an initial guess for $\zeta_{i}^{j}\left(\right.$ e.g. $\left.\zeta_{i}^{j}=1\right)$
2. Normalize $W$ such that $\|W \mid\|_{F}=1$;
3. Factorize $W$ and obtain an estimate of $P$ and $M$;
4. If $\|W-P M\|_{F}^{2}$ is sufficiently small then stop;
5. Solve for $\zeta^{j}$ in $Q^{j} \zeta^{j}=P M^{j}$, for all $j=1 \ldots n$;
6. Update W.
7. Repeat from 2. until convergence

Step 2. is necessary to avoid trivial solutions (e.g. $\zeta_{i}^{j}=0$ ).
Although this technique is fast, requires no initialization, and gives good results in practice, there is no guarantee that the iterative process will converge to a valid solution. A discussion on convergence of this class of methods can be found in (Oliensis and Hartley, 2007).

In this basic version it is of little practical use, though, because it assumes that all the point are visible in all the images.

However the issue of visibility in matrix factorization methods can be sidestepped by matrix completion techniques, exploiting the low rank of the measurement matrices (Brand, 2002; Kennedy et al., 2013; Hartley and Schaffalitzky, 2003), or by providing additional information. Indeed, (Kaucic et al., 2001; Rother and Carlsson, 2002), describe algorithms based on SVD for the projective modeling from multiple perspective views, based on having four points on a reference plane visible in all views. Unlike iterative factorization ones, these algorithms does not require all points to be visible in all views and are also direct. If three orthogonal vanishing points are specified in addition, the model can be upgraded to Euclidean.


Fig. 6. The proposed taxonomy of Structure from Motion methods

### 5.3 Independent models block adjustment

This is a classical method in Photogrammetry (Kraus, 2007).

- First stereomodels are created, by relative orientation. Each of these models is described in an local, arbitrary reference frame.
- In the course of the block adjustment the individual models will be amalgamated into a single one and simutaneously transformed into the ground coordinate system.

We will consider here a Procrustean approach proposed in (Crosilla and Beinat, 2002), which by its nature produces a "free" solution (i.e., expressed in an arbitrary reference frame), but can be modified to include GCPs.

### 5.3.1 Generalized Procrustes Analysis

Generalized Procrustes Analysis (GPA) is a technique that generalizes EOPA and provides a least-squares solution when more than two model points matrices are present (Gower, 1975). It minimize the following least squares objective function:

$$
\begin{equation*}
\sum_{i=1}^{m} \sum_{j=i+1}^{m}\left\|\left(\lambda_{i} A_{i} R_{i}+1 t_{i}^{\top}\right)-\left(\lambda_{j} A_{j} R_{j}+1 t_{j}^{\top}\right)\right\| \tag{58}
\end{equation*}
$$

where $A_{1}, A_{2}, \ldots, A_{m}$ are $m$ model points matrices, which contain the same set of $k-d p$ points in $m$ different coordinate systems. The GPA objective function has an alternative formulation. Said $B_{i}=\lambda_{i} A_{i} R_{i}+\mathbf{1 t}_{i}^{\top}$, the following equivalence holds:

$$
\begin{equation*}
\sum_{i=1}^{m} \sum_{j=i+1}^{m}\left\|B_{i}-B_{j}\right\|^{2}=m \sum_{i=1}^{m}\left\|B_{i}-K\right\|^{2} \tag{59}
\end{equation*}
$$

where K is the geometrical centroid,

$$
\begin{equation*}
K=\frac{1}{m} \sum_{i=1}^{m} B_{i} \tag{60}
\end{equation*}
$$

Therefore the righthand term of Eq. 59 can be minimized - instead of Eq. 58 - in order to determine the unknowns $\lambda_{i}, R_{i}, t_{i}(i=1 \ldots m)$.

The unknown centroid can be iteratively estimated, according to the following procedure.

1. First the centroid K is initialized.
2. Iterate:
(a) At each step a direct solution of the transformation parameters of each model points matrix $A_{i}$ with respect to the centroid $K$ is found by means of a EOPA solution.
(b) After the update, a new centroid can be estimated.
3. The procedure continues until global convergence, i.e. the stabilization of the centroid K .

The algorithm always converges (Commandeur, 1991), though not necessarily to the global minimum.

### 5.3.2 Anisotropic Generalized Procrustes Analysis

We will derive here a procustean solution to the bundle adjustment, on the same line as in (Fusiello and Crosilla, 2015).

Consider now $m$ cameras $P_{1} \ldots P_{m}$ looking at $n$ 3-D points $X^{1} \ldots X^{n}$. The usual projection equation writes:

$$
\begin{equation*}
\zeta_{i}^{j} \tilde{\mathbf{p}}_{i}^{j}=\left[R_{i} \mid \mathbf{t}_{i}\right] \tilde{\mathbf{X}}^{j} \quad i=1 \ldots m, \quad j=1 \ldots n . \tag{61}
\end{equation*}
$$

Working as in Eq. (36), we can write for each camera $i$ :

$$
\begin{equation*}
S=Z_{i} P_{i} R_{i}+10_{i}^{\top} \tag{62}
\end{equation*}
$$

In this formula the $P_{i}$ are known, but all the other quantities are unknown, including the depths $Z_{i}$. We are required to minimize:

$$
\sum_{i=1}^{m} \sum_{\ell=\ell+1}^{m}\left\|\left(Z_{i} P_{i} R_{i}+10_{i}^{\top}\right)-\left(Z_{\ell} P_{\ell} R_{\ell}+10_{\ell}^{\top}\right)\right\|^{2}
$$

This formulation matches the GPA problem with the difference that the isotropic scale $\lambda_{i}$ is substituted by an anisotroipic scaling matrix $Z_{i}$ (diagonal).

The iterative solution is modelled onto the GPA solution, with the difference that the $Z_{i}$ matrices are computed by solving:

$$
\begin{equation*}
\operatorname{blockdiag}\left(P_{i}^{\top}\right) \operatorname{diag}^{-1}\left(Z_{i}\right)=\operatorname{vec}\left(Y_{i}\right) \tag{63}
\end{equation*}
$$

where all the remaining unknowns are contained in $Y_{i}$.
The final reconstruction will be referred to an arbitrary reference system used in the generalized extended procustes solution. Georeferencing can be accomplished by a-posteriory by solving an absolute orientation problem.

### 5.4 Resection-intersection method

As of today, the most succecesful structure-from-motion pipelines in CV (Brown and Lowe, 2005; Snavely et al., 2006b; Vergauwen and Gool, 2006; Irschara et al., 2007; Gherardi et al., 2010) are based on the idea of growing partial models - composed by cameras and points - where new cameras are iteratively added by resection and new points by intersection. This approach offers the advantage that corresponding features are not required to be visible in all images.

The idea was indeed already known in Photogrammetry (Kraus, 1997, Sec. 4.1), but the CV community coupled it with automated designation of tie-points (SIFT extraction and matching) and resilience to rogue data (RANSAC), achieving the first completely automatic pipeline, from images to 3D models.

We present here an approach to reconstruct the projective (or Euclidean) structure and motion from a sequence ${ }^{3}$ of images.

We assume that for each pair of consecutive images we are given a set of corresponding keypoints.

The 3D point of which they are projection is called a tie-point.


Fig. 7. Keypoints are connected into multiple-view correspondences, called tracks.

[^2]Initializing the model Two images of the sequence are used to determine a reference frame. The world frame is aligned with the first camera $P_{1}$ The second camera $P_{2}$ is chosen so that the epipolar geometry corresponds to the computed fundamental matrix F (projective) or essential matrix E (Euclidean). Once these two projection matrices have been fully determined, the matches can be reconstructed through intersection (triangulation).

In other words, the initialization consist in solving a relative orientation problem and building a stereomodel.


Updating the model After initialization, the following operations are carried out for every additional image $i>2$.

The matches that correspond to already reconstructed points are used to infer correspondences between 2D and 3D. Based on these, the projection matrix $P_{i}$ is computed with exterior orientation in the Euclidean case or resection in the projective case.

The structure is updated using intersection (triangulation) by (i) refining the position of 3D points that have been observed in the current image and by (ii) initializing a new 3D point when point matches becomes available that were not related to an existing point.

Frequent bundle adjustment is needed in practice to to contain error accumulation.


### 5.5 Hierarchical approach

The previous method can be generalized by organizing the photographs on a tree instead of a chain.

The tree is produced by hierarchical clustering the photographs according to their overlap.


Fig. 8. Dendrogram resulting from hierarchical clustering of images

This hierarchical algorithm, called Samantha in (Gherardi et al., 2010), can be summarized as follows shows a sample model:

1. Solve many independent relative orientation problems at the leaves of the tree, producing many independent models (a.k.a. stereo-models).
2. Traverse the tree; in each node one of these operations takes place:
(a) Update one model by adding one image by resection followed by intersection;
(b) Merge two independent models with absolute orientation.

Steps 1. and 2.(a) are the resection-intersection steps.
Step 2.(b) summons up the photogrammetric Independent Models Block Adjustment.

If the tree reduces to a chain, the algorithm is the resection-intersection method. If the tree is perfectly balanced, only step 2.(b) is taken, and the resulting procedure resembles the IMBA.

### 5.5.1 Preprocessing (hints)

We assumed images come in a sequence, but usually they are unordered. The following steps are usually taken:

- Keypoint extraction (usually SIFT or similar)
- Matching - broad phase: select a $\mathrm{O}(\mathrm{m})$ pairs to be matched
- Matching - narrow phase: match keypoints between those pairs
- Define the seed pair (critical)
- Define the order of processing of the subsequent views

The two-phases matching avoids the matching of all $\mathrm{O}\left(\mathrm{m}^{2}\right)$ view pairs.
In the hierarchical approach, the last two steps are substituted by hierarchical clustering.

Coffee break


Fig. 9. The proposed taxonomy of Structure from Motion methods

### 5.6 Global motion first

Global motion-first methods share a common scheme:

- Starting from known interior orientation they compute epipolar or trifocal geometry which results in relative rotations and relative translations (up to a scale);
- Then solve a motion averaging or motion syncronzation problem. This is usually broken in a rotation syncronization followed by translation syncronization, but one-step methods have also been proposed.
- The structure is computed (by intersection) only at the end.

These global methods are usually faster than the others, while ensuring a fair distribution of the errors among the cameras, being global. Although the accuracy is worse than those achieved by bundle adjustment, these global methods can be seen as an effective and efficient way of computing approximate orientations to be subsequently refined by bundle adjustment.

Motion synchronization. The motion synchronization problem consists in recovering $m$ exterior orientations $\left(R_{i}, t_{i}\right)$, i.e. rigid displacements in $\mathbb{R}^{3}$ expressed in an external coordinate system, given (noisy) estimates of relative displacements $\left(\widehat{R}_{\mathfrak{i j}}, \widehat{\mathfrak{t}}_{\mathfrak{i j}}\right)$ relating some of the $\binom{m}{2}$ image pairs.

It is useful to visualize these pairs as edges of the epipolar graph, whose nodes represent the images and edges link images having consistent matching points.

Exterior orientations are described by a homogeneous rigid transformation

$$
M_{i}=\left(\begin{array}{cc}
R_{i} & t_{i}  \tag{64}\\
0 & 1
\end{array}\right) \in S E(3)
$$

where $R_{i} \in S O(3)$ and $t_{i} \in \mathbb{R}^{3}$ represent the rotation and translation components of the i-th transformation.

Similarly, each relative motion can be expressed as

$$
M_{i j}=\left(\begin{array}{cc}
R_{i j} & t_{i j}  \tag{65}\\
0 & 1
\end{array}\right) \in S E(3)
$$

where $R_{i j} \in S O(3)$ and $t_{i j} \in \mathbb{R}^{3}$ encode the transformation between frames $i$ and $j$.

The link between exterior orientations and relative motions is encoded by the compatibility constraint

$$
\begin{equation*}
M_{\mathfrak{i j}}=M_{\mathfrak{i}} M_{\mathfrak{j}}^{-1} \tag{66}
\end{equation*}
$$

which is equivalent to

$$
\begin{gather*}
R_{i j}=R_{i} R_{j}^{\top}  \tag{67}\\
\mathbf{t}_{i j}=\mathbf{t}_{i}-R_{i j} \mathbf{t}_{j}=\mathbf{t}_{i}-R_{i} R_{j}^{\top} \mathbf{t}_{j} . \tag{68}
\end{gather*}
$$

by considering separately the rotation and translation terms.
Relative motions can be seen as measurements for the ratios of the unknown group elements. Finding group elements from noisy measurements of their ratios is also known as the synchronization problem (Singer, 2011).

### 5.6.1 Rotation syncronization

The goal of rotation registration or rotation averaging (Hartley et al., 2013) is to find the rotations $R_{i} \in S O(3)$ of the cameras such that the compatibility constraint

$$
\begin{equation*}
R_{i j}=R_{i} R_{j}^{\top} \tag{69}
\end{equation*}
$$

is satisfied for all available pairs. In the presence of noise, the pairwise rotations will in general not be compatible. Thus an appropriate minimization problem is

$$
\begin{equation*}
\min _{R_{1}, \ldots,,_{m} \in S O(3)} \sum_{(i, j)}\left\|\widehat{R}_{i j}-R_{i} R_{j}^{\top}\right\|_{F}^{2} \tag{70}
\end{equation*}
$$

If one ignores outliers, can be solved directly by eigen-decomposition of a matrix (Martinec and Pajdla, 2007b; Arie-Nachimson et al., 2012).

Let us introduce the following $3 \mathrm{~m} \times 3 \mathrm{~m}$ symmetric matrix containing the pairwise rotation matrices (we provisionally assume that all of them are known):

$$
G=\left[\begin{array}{cccc}
I & R_{12} & \ldots & R_{1 m}  \tag{71}\\
R_{21} & I & \ldots & R_{2 m} \\
\ldots & & & \ldots \\
R_{m 1} & R_{m 2} & \ldots & I
\end{array}\right] .
$$

Let $R$ be the $3 m \times 3$ matrix constructed by stacking the global rotations

$$
\begin{equation*}
\mathrm{R}=\left[\mathrm{R}_{1}^{\top}, \mathrm{R}_{2}^{\top} \ldots \mathrm{R}_{\mathrm{m}}^{\top}\right]^{\top} \tag{72}
\end{equation*}
$$

From the compatibility constraint (69) it follows that $G$ can be decomposed as

$$
\begin{equation*}
\mathrm{G}=\mathrm{RR}^{\mathrm{T}} . \tag{73}
\end{equation*}
$$

Thus $\operatorname{rank}(G)=\operatorname{rank}\left(R R^{\top}\right)=\operatorname{rank}(R)=3$ and $G$ has three nonzero eigenvalues. Moreover, $G R=R R^{\top} R=m R$, and hence the three columns of $R$ are the eigenvectors of $\mathrm{G} / \mathrm{m}$ corresponding to the unit eigenvalues.

It can be shown (Arie-Nachimson et al., 2012) that an approximate solution to (70), under relaxed orthonormality constraint, is determined by the matrix R composed by three leading eigenvectors of the matrix $\widehat{G}$ containing the noisy pairwise rotations $\widehat{\mathrm{R}}_{\mathrm{ij}}$.

If some relative rotations are missing, as it is common in real scenarios, the matrix $G$ has some zero blocks. This can be formalized by considering instead the matrix $\left(A \otimes 1_{3 \times 3}\right) \circ G$, where $A$ is the adjacency matrix of the epipolar graph. The effect is to set to zero the blocks of $G$ for which no relative motion information is available.

If D is the degree matrix of the epipolar graph, i.e., the diagonal matrix such that $D_{i, i}$ is equal to the number of available rotations $R_{i j}$ in the $i$-th block-row of $G$, it can be verified that

$$
\left(\left(A \otimes 1_{3 \times 3}\right) \circ G\right) R=\left(D \otimes I_{3}\right) R
$$

and so the columns of $R$ are the 3 eigenvectors of $\left(D \otimes I_{3}\right)^{-1} G$ with unit eigenvalue.

### 5.6.2 Translation synchronization

The problem of recovering camera locations (a.k.a. translation registration) can be solved by a variety of direct/iterative methods, including solving a linear system of equations (Kraus, 1997, Sec. 4.1), (Arie-Nachimson et al., 2012; Jiang et al., 2013), eigen-decomposition (Brand et al., 2004), linear programming (Moulon et al., 2013), Second Order Cone programming (Kahl and Hartley, 2008a; Martinec and Pajdla, 2007b), non-linear least squares (Wilson and Snavely, 2014).

Please note: the relative translations $\mathbf{t}_{\mathrm{ij}}$ are only known as directions (a.k.a. bearing), i.e., the magnitude is unknown.

There are two path that can be followed:

- first recover these magnitude of translations and then the position of the cameras,
- or solve the problem straighth from the direction information.

Magnitude estimation. This method for recovering the magnitude of translations is inspired by (Zeller and Faugeras, 1996).

If we consider a sequence of $m$ images, then the following compositional rule holds

$$
\begin{equation*}
\mathbf{t}_{1 i}=\mathrm{R}_{12} \mathbf{t}_{2 i}+\mathbf{t}_{12} \tag{74}
\end{equation*}
$$

which is equivalent to

$$
\begin{equation*}
\alpha_{1 i} \hat{\mathbf{t}}_{1 i}=\alpha_{2 i} R_{12} \hat{\mathbf{t}}_{2 i}+\alpha_{12} \hat{\mathbf{t}}_{12} \tag{75}
\end{equation*}
$$

where $\hat{t}$ is the direction and $\alpha$ is the magnitude of t . This leads to the following solution for the ratios of the translations magnitude

$$
\begin{equation*}
\frac{\alpha_{12}}{\alpha_{1 i}}=\frac{\left(R_{12} \hat{\mathbf{t}}_{2 \mathfrak{i}} \times \hat{\mathbf{t}}_{1 \mathrm{i}}\right)^{\top}\left(\mathrm{R}_{12} \hat{\mathbf{t}}_{2 \mathrm{i}} \times \hat{\mathbf{t}}_{12}\right)}{\left\|\mathrm{R}_{12} \hat{\mathbf{t}}_{2 \mathrm{i}} \times \hat{\mathbf{t}}_{12}\right\|^{2}} \tag{76}
\end{equation*}
$$

More precisely, if we arbitrarily fix the value of (e.g.) $\alpha_{12}$, then we can compute the remaining magnitues $\alpha_{1 i}$ by using the equations above. The arbitrary choice of $\alpha_{12}$ corresponds to the global scaling factor, which can not be computed without external measurements.

This method applies to epipolar graph composed of $m-2$ circuits of length 3 all sharing a common edge (Fig. 10). A generalization to other graphs can be found in (Arrigoni et al., 2015).


Fig. 10. The epipolar graph corresponding to the Zeller-Faugears method (Zeller and Faugeras, 1996). It is made of $m-2$ circuits of length 3 all sharing a common edge.

Finally, Equation (68) is used to derive a linear system of equations for the locations $\mathbf{O}_{\mathbf{i}}$. In particular, Equation (68) can be written equivalently as

$$
\begin{equation*}
R_{i}^{\top} \mathbf{t}_{\mathfrak{i j}}=\mathrm{R}_{\mathrm{i}}^{\top} \mathbf{t}_{\mathbf{i}}-\mathrm{R}_{\mathrm{j}}^{\top} \mathbf{t}_{\mathrm{j}}:=\mathbf{O}_{\mathfrak{j}}-\mathbf{O}_{\mathfrak{i}} \tag{77}
\end{equation*}
$$

where $O_{i}$ is the centre of the $i$-th camera. If we denote the incidence vector of the edge ( $\mathfrak{i}, \mathfrak{j}$ ) with

$$
\mathfrak{i}_{\mathfrak{i j}}=(0, \ldots, \underset{\substack{\uparrow}}{-1}, \ldots, \underset{\substack{1}}{1}, \ldots, 0)
$$

Equation (77) can be written as

$$
\begin{equation*}
\mathrm{R}_{\mathrm{i}}^{\top} \mathbf{t}_{\mathbf{i j}}=\left(\mathbf{O}_{i}, \ldots, \mathbf{O}_{\mathfrak{n}}\right) \mathfrak{i}_{i j}^{\top} . \tag{78}
\end{equation*}
$$

By juxtaposing all the $n$ (rotated) relative translations (the left-hand side of the equation) in one $3 \times n$ matrix $T$, we obtain:

$$
\begin{equation*}
\mathrm{T}=\mathrm{CM} \tag{79}
\end{equation*}
$$

where $C$ contains all the $O_{i}$ in columns, and $M$ is the $m \times n$ incidence matrix of the directed epipolar graph. We assume that the epipolar graph is connected, hence $\operatorname{rank}(M)=m-1$.

Since the solution is defined up to a global translation, we are allowed w.l.o.g. to arbitrarily set $\mathbf{O}_{\mathfrak{j}}=\mathbf{0}$. Removing $\mathbf{O}_{\mathfrak{j}}$ from the unknowns and the corresponding row in $M$ leaves a linear system of equations with a full-rank $m-1 \times n$ coefficient matrix $M_{j}$, from which we can solve for $C_{j}:=\left(\mathbf{O}_{1}, \ldots, \mathbf{O}_{j-1}, \mathbf{O}_{j+1}, \ldots, \mathbf{O}_{\mathfrak{n}}\right)$ by using Kronecker product

$$
\begin{equation*}
\left(M_{j}^{\top} \otimes I\right) \operatorname{vec} C_{j}=\operatorname{vec} T \tag{80}
\end{equation*}
$$

Bearing only localization. Let $\mathrm{c}_{\mathrm{ij}}=\mathrm{O}_{\mathrm{i}}-\mathrm{O}_{\mathrm{j}}=-\mathrm{R}_{\mathrm{i}}^{\top} \mathrm{t}_{\mathrm{ij}}$ denote the baseline of the pair ( $\mathbf{i}, \mathfrak{j}$ ) and let $\mathbf{b}_{\mathfrak{i j}}=\mathbf{c}_{\mathfrak{i j}} /\left\|\mathbf{c}_{\mathfrak{i j}}\right\|=-R_{i}^{\top} \mathbf{t}_{\mathfrak{i} j} /\left\|\mathbf{t}_{\mathfrak{i j}}\right\|$ denote its direction (or bearing), which is available after solving for relative orientation..

The goal is to find a realization of the locations $\mathbf{O}_{\mathfrak{i}} \in \mathbb{R}^{3}$ starting from the measurements $\mathrm{b}_{\mathrm{ij}}$.

In (Brand et al., 2004) camera positions are recovered by imposing that camera-to-camera displacements $\left(\mathbf{O}_{\mathbf{i}}-\mathbf{O}_{\mathfrak{j}}\right)$ are maximally "consistent" with the constraints directions $\mathbf{b}_{i j}$.

The notion of consistency is expressed as a minimum-squared-error where the components of the displacements that are orthogonal to the constraints are minimized. This results in the following problem

$$
\begin{equation*}
\min _{\mathbf{O}_{i} \in \mathbb{R}^{3}} \sum_{(i, j) \in \mathcal{E}}\left\|\left(\mathbf{O}_{i}-\mathbf{O}_{\mathfrak{j}}\right)^{\top} K_{i j}\right\|_{F}^{2} \tag{81}
\end{equation*}
$$

where $K_{i j}$ is is an orthonormal basis for the orthogonal complement of $\mathbf{b}_{i j}$ in $\mathbb{R}^{3}$. Optionally, weights can be included in (81) to reflect the uncertainty of the estimates $\mathbf{b}_{i j}$ (see (Brand et al., 2004) for details).

The following equalities hold for the cost function in (81)

$$
\begin{gather*}
\sum_{(i, j) \in \mathcal{E}}\left\|\left(O_{i}-O_{j}\right)^{\top} K_{i j}\right\|_{F}^{2}=\sum_{(i, j) \in \mathcal{E}}\left(O_{i}-O_{j}\right)^{\top} K_{i j} K_{i j}^{\top}\left(O_{i}-O_{j}\right)= \\
\sum_{(i, j) \in \mathcal{E}} 0_{i}^{\top} D_{i j} O_{i}+O_{j}^{\top} D_{i j} O_{j}-0_{i}^{\top} D_{i j} O_{j}-O_{j}^{\top} D_{i j} O_{i} \tag{82}
\end{gather*}
$$

where $D_{i j}=K_{i j} K_{i j}^{\top}=I_{3}-\mathbf{b}_{i j} b_{i j}^{\top} \in \mathbb{R}^{3 \times 3}$ is the orthogonal projector onto the orthogonal complement of $\mathbf{b}_{i j}$.

If $\mathbf{c}=\operatorname{vec}(C) \in \mathbb{R}^{3 m}$ denotes the stack of the unknown locations $\mathbf{O}_{i}$, then problem (81) is equivalent to minimize the following quadratic form

$$
\begin{equation*}
\min _{\|c\|=1} c^{\top} H c . \tag{83}
\end{equation*}
$$

where

$$
\mathrm{H}=\left[\begin{array}{cccc}
\sum_{j} \mathrm{D}_{1, j} & & &  \tag{84}\\
& \sum_{j} D_{2, j} & & \\
& & \ddots & \sum_{j} D_{n, j}
\end{array}\right]-\left[\begin{array}{ccc}
D_{1,1} & \ldots & D_{1, n} \\
\vdots & \ddots & \vdots \\
D_{n, 1} & \ldots & D_{1, n}
\end{array}\right]
$$

Please note how $H$ resembles the Laplacian matrix of a graph with the same connectivity as the epipolar graph and "weights" $\mathrm{D}_{\mathrm{i}, \mathrm{j}}$.

Problem (83) admits a closed-form solution which is the eigenvector of H with smallest eigenvalue.

However, $\mathbf{O}_{i}=\mathbf{O}_{\mathfrak{j}}$ for all $i, j$ is a trivial solution, that corresponds to mapping all the cameras to a single point in $\mathbb{R}^{3}$. This trivial subspace is spanned by the columns of the matrix $1_{m} \otimes I_{3} \in \mathbb{R}^{3 m \times 3}$.

Thus the kernel of H will have (exactly or approximately) dimension 4, and the sought solution must belong to $\operatorname{Ker}(\mathrm{H})$ and be orthogonal to $1_{m} \otimes \mathrm{I}_{3}$ at the same time, in order to avoid the trivial solution.

To compute it, it is sufficient to project H onto an orthogonal basis $\mathrm{Q} \in$ $\mathbb{R}^{3 m \times 3 m-3}$ of $\operatorname{Ker}\left(1_{m} \otimes I_{3}\right)$, compute the eigen-decomposition of the reduced problem and then back project the eigenvectors.

This method has the advantage of being both simple and extremely fast, as translation synchronization is cast to an eigenvalue decomposition of a matrix whose size does not depend on the number of matching points.

More details about this technique can be found in (Brand et al., 2004).


Fig. 11. The proposed taxonomy of Structure from Motion methods

### 5.7 Global registration of point sets

Global registration (of 3D models) (a.k.a. $N$-view point set registration problem) consists in finding the rigid transformation that brings multiple ( $\mathrm{N}>2$ ) 3-D point sets into alignment.

Global registration can be solved in point space or in frame space.
In the former case (Krishnan et al., 2007; Williams and Bennamoun, 2001; Pennec, 1996; Benjemaa and Schmitt, 1998; Beinat and Crosilla, 2001), all the transformations are simultaneously optimized with respect to a cost function that depends on the distance of corresponding points.

In the latter case, the optimization criterion is related to the internal coherence of the network of transformations applied to the local coordinates frame.

This is exctly the problem of motion synchronization, modulo the fact that the magnitude of translations is always known.

Also points-based methods have a relationship with IMBA, with the difference that the transformation is a rigid one (6 d.o.f.) instrad of a similarity ( 6 d.o.f.).

## 6 Closure

- Bundle adjustment is the gold-standard method, but can only be used to refine solutions provided by other methods.
- CV methods concentrate on a free-network solution, as GCP are considered an optional piece of information. If GCPs are available, solve an absolute orientation in the end.
- CV methods are devised for irregular, unknown blocks; a lot of effort is put on recovering the epipolar graph (= block structure)
- Photogrammetry is also concerned with the assessment of accuracy of results.
- Sequential SfM (Bundler) and its hierarchical variation (Samantha) proved the most effective in practical applications. They are cousins of IMBA.
- Global motion-first methods are very promising to process big datasets, as the work in frame-space. Only one final BA is needed.
- Factorization methods may found practical applicability thanks to new techniques that works with incomplete matrices.
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[^0]:    ${ }^{1}$ This terminology comes from Photogrammetry (and from German), where "orientation" means angular attitude and position (Kraus, 2007).

[^1]:    ${ }^{2}$ Actually, it can be proven that also the quadrifocal constraints are not independent (Ma et al., 2003)

[^2]:    ${ }^{3}$ We assume that even if images are unordered they can be suitably sequenced

