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Abstract

Architectural blueprints offer a concise, clear and
high-level description of the structure of a build-
ing. On the other hand, state of the art reconstruc-
tion pipelines can nowadays produce dense point
clouds or high-polygon meshes without any hu-
man intervention from a set of digital images or
video. We present a fully automated structure and
motion framework capable of capturing the expres-
sivity of a high-level description without sacrific-
ing the minute details of an accurate reconstruc-
tion. Our resulting architectural models, composed
of textured high-level geometric primitives, capture
the overall structure of a building and give birth to
a more tractable and abstract model of the imaged
scene, thereby narrowing the semantic gap in 3D re-
construction. Several examples display our system
in action.

1 Introduction

While the current state of the art in urban three-
dimensional reconstruction (3D) has focused on the
recovery of dense and accurate representations of
objects imaged through pictures or video, the sus-
tained interest in accessible architectural modeling
software is a strong evidence of an untapped gen-
eral need for compact, abstract representations of
architectural objects.

What separates dense triangulated reconstruc-
tions from higher-level renditions of an architec-
tural model is a semantic gap, which must be
bridged exploiting additional information. First-
order knowledge that can be injected includes
meshing, surfaces, ordering, occlusion, and paral-
lelism and orthogonality of structures. Increasing
levels of abstraction can then be obtained progress-
ing to recognition of scene elements or entire archi-
tectural scenes.

In this paper we present a complete 3D recon-
struction pipeline capable of producing compact de-
scriptions composed of textured quadric surfaces
using as its sole input a sparse collection of digital
images.

High-level primitives such as planes and gen-
eralized cones are ideal descriptors for architec-
tural buildings and manufactured articles in gen-
eral. They enables direct abstract reasoning about
attributes like parallelism [7], perimeter or planime-
try, and the extraction of high level properties (such
as symmetry, or function) and unseen geometry.

The process leverages models from unorganized
point clouds to editable, CAD-friendly representa-
tions that narrow the gap between acquisition and
manipulation of architectural models.

Our integrated approach is composed of a front-
end section constituted by a Structure and Motion
(SaM) pipeline specifically tailored for robustness,
that is able to automatically reconstruct 3D points
and cameras from uncalibrated views. The resulting
unorganized point cloud is subsequently augmented
by fitting its elements with geometrical primitives
such as planes and cylinders. The back-end is a sur-
face recovery procedure that exploits the segmenta-
tion from the previous stage and image contraints
to produce a textured triangular mesh. This mesh
can be optionally augmented with a relief map that
recovers the fine geometry discarted in the previous
steps.

The final system brings seamlessly together pre-
vious art and novel solutions in an unsupervised
framework which needs relatively few assumptions
or restrictions.

The rest of the paper is organized as follows. In
Sec. 2 we will survey the literature most closely re-
lated to our work. Sec. 3 will describe our SaM
pipeline, while Sec. 4 outlines the surface recovery
stage. Several experimental results validating our
approach are reported in Sec. 5. Conclusions are
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drawn in Sec. 6.

2 Related work

The approaches covered in the literature for solv-
ing the problem of architectural/urban reconstruc-
tion can be categorized in two main branches: a first
one [30, 34, 2, 17] is composed of the Structure and
Motion (SaM) pipelines that are able to handle the
reconstruction process making no assumptions on
the imaged scene and without manual intervention.

These methods usually share a common structure
and produce as output, along with camera parame-
ters, an arbitrarily dense but ultimately unorganized
point cloud which fails to model surfaces ([11] be-
ing the notable exception).

The second category comprises the methods
specifically tailored for urban environmentsand en-
gineered to be mounted on survey vehicles [24, 4].
These systems usually rely on a host of additional
information, such as GPS and inertial sensors, and
output dense polygonal maps using stereo triangu-
lation.

Both approaches produce large amounts of data,
making it difficult to store, render, analyze or dis-
seminate the results. The most scalable approach
was shown in [4], developed for compact visualiza-
tion on consumer navigation products. Road ground
and building facades were forced to lie on textured,
mutually-orthogonal, gravity-aligned, geo-located
planes.

The recovery of the semantic structure of urban
elements, in order to produce simpler and more
tractable models, has been tackled by fewer re-
searchers. In this respect, the two most similar ar-
ticles to the work presented here are [6] and [28].
In [6] is described a system that specializes in cre-
ating architectural models from a limited number
of images. Initially a coarse set of planes is ex-
tracted by grouping point features; the models are
subsequently refined by casting the problem in a
Bayesian framework where priors for architectural
parts such as doors and windows are incorporated
or learnt. A similar deterministic approach is devel-
oped in [28] where dominant planes are recovered
using a orthogonal linear regression scheme: facade
features, which are modeled as shaped protrusions
or indentations, are then selected from a set of pre-
defined templates. Both methods rely on a large
amount of prior knowledge to operate, either im-

plicitly or explicitly, and make strict assumption on
the imaged scene.

In our approach instead, the amount of injected
prior knowledge is limited to the non-critical type
and number of primitives used: the recovery pro-
cess rather than being top-down is entirely data-
driven, and structure emerges from the data rather
than being dictated by a set of pre-determined ar-
chitectural priors.

While the problem of fitting quadric primitives
has been extensively investigated in literature (see
[26] for a survey of the topic) most of published
material is designed to be applied to dense point
clouds produced by laser scanners or to already tri-
angulated meshes. Common assumptions include
uniform sampling and negligible acquisition noise;
such methods can’t therefore be used for process-
ing 3D clouds produced by Structure and Motion
pipelines which don’t provide connectivity, are un-
evenly sampled and corrupted by a comparatively
large signal-to-noise ratio.

3 Structure and Motion

Given a collection of uncalibrated images of the
same scene, with constant intrinsic parameters, the
SaM pipeline outputs camera parameters, pose esti-
mates and a sparse 3D points cloud of the scene.
Our SaM pipeline is made up of state-of-the-art
algorithms and follows an incremental greedy ap-
proach, similar to [30] and [27]. The most efforts
have been made in the direction of a robust and au-
tomatic approach, avoiding unnecessary parameters
tuning and user intervention. A sample output is
shown in Fig. 1.
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Figure 1: Reconstruction of the “Pozzoveggiani”
dataset.



3.1 Multimatching

Initially, keypoints are extracted and matched over
different images. This is accomplished using SIFT
[21] for detection and description of local point
features. Matching follows a nearest neighbor ap-
proach [21], with rejection of those keypoints for
which the ratio of the nearest neighbor distance to
the second nearest neighbor distance is greater than
2.0.

Homographies and fundamental matrices be-
tween pairs of images are then computed using
RANSAC [9]. At this point we have a set of
matches that are considered inliers for a certain
model. However, in order to increase the robustness
of the method further, we apply an outlier rejection
rule, called X84 [12]. Let e; be the residuals, a ro-
bust noise scale estimator is the Median Absolute
Deviation (MAD):

0" = 1.4826 med; |e; — med; e;]. (1)

The robustified inliers[35] are those points such that
e; < 3.50". The model parameters are eventually
re-estimated via least-squares minimization of the
(first-order approximation of) geometric error [13].

The best-fit model (homography or fundamental
matrix) is selected according to the Geometric Ro-
bust Information Criterion (GRIC) [33]:

GRIC = Z p(e?) + ndlog(r) + klog(rn)
@
2
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where o is the standard deviation of the measure-
ment error, k is number of parameters of the model,
d is dimension of the fitted manifold, and r is
the dimension of the measurements. In our case,
k =7,d = 3,r = 4 for fundamental matrices and
k = 8,d = 2,r = 4 for homographies. The model
with the lower GRIC is the more likely.

The final matches are the inliers from the best-
fit model. If the number of surviving matches be-
tween two images is less than a threshold (25 in our
experiments) then they are discarded, and the cor-
responding homography or fundamental matrix as
well.

After that, keypoints matching in multiple im-
ages (at least three) are connected into tracks, re-
jecting as inconsistent those tracks in which more
than one keypoint converges [30].

3.2 Autocalibration

The intrinsic parameters K of the camera are con-
stant but unknown. A globally convergent autocali-
bration algorithm [10] is employed to recover them
automatically from the set of fundamental matrices
calculated during the matching phase. In short, the
algorithm uses Interval Analysis to minimize the
following cost function:
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where Fj; is the fundamental matrix between views
iand j,and E;; = K' Fi; K.

3.3 [Initialization

Once the intrinsic parameters are known, the po-
sition of each view as well as the 3D location of
the tracks is recovered using an incremental ap-
proach that entails to start from a seed reconstruc-
tion, made up of two calibrated views and the rel-
ative 3D points in a Euclidean frame. The extrin-
sic parameters of two given views is obtained by
factorizing the essential matrix, as in [14]. Then
3D points are reconstructed by intersection (via the
midpoint algorithm [1]) and pruned using X84 on
the reprojection error. Bundle adjustment (BA) [20]
is run eventually to improve the reconstruction.

The choice of the two views for initialization
turns out to be critical [31]. It should be a compro-
mise between distance of the views and the num-
ber of keypoints in common. We require that the
matching points must be well spread in the two im-
ages, and that the fundamental matrix must explain
the data far better than other models (namely, ho-
mography), according to the GRIC, as in [27]. This
should ensure that the baseline between the two im-
ages is large, and that the fundamental matrix cor-
rectly captures the structure of the scene, so that tri-
angulation is well-conditioned and the estimation of
the starting 3D structure is reliable. The heuristic
adopted in practice is then:
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where C'H; (C'Hj) is the area of the convex hull of
the keypoint in image I; (I;), A; (A;) is the total
area of image I; (I;) and gric(F; ;), gric(H; ;) are



the GRIC scores obtained by the fundamental ma-
trix and the homography matrix respectively. The
two views with highest S; ; and with at least 100
matches in common are chosen.

Structure and motion pipeline

1. Multimatching:
(a) Extract keypoints in each image;
(b) Match keypoints between each pair of im-
ages;
(c) Find the best-fit model using RANSAC
and GRIC;
(d) Reject outliers using X84 rule on distance
to the best-fit model;
(e) Link keypoints into tracks.
2. Autocalibration, using the fundamental matri-
ces;
3. Initialization:
(a) Select two views according to (5);
(b) Compute their extrinsic parameters via
factorization of essential matrix.
4. Incremental Step Loop:
(a) Compute 3D points with intersection and
run X84 on the reprojection error;
(b) Add new 3D points to the reconstruction;
(¢) Run BA on the current reconstruction;
(d) Select the next view;
(e) Initialise camera pose with RANSAC and
linear exterior orientation;
(f) Add the camera to the reconstruction;
(g) Run BA on the current reconstruction;
(h) Select new tracks;

3.4 Incremental Step Loop

After initialization, a new view at a time is added
until there are no remaining views. The next view
to be considered is the one that contains the largest
number of tracks whose 3D position has already
been estimated. This gives the maximum number of
3D-2D correspondences, that are exploited to solve
an exterior orientation problem via a linear algo-
rithm [8]. The algorithm is used inside a RANSAC
iteration, in order to cope with outliers. The extrin-
sic parameters are then refined with BA.
Afterwards, the 3D structure is updated by
adding new tracks, if possible. Candidates are those
tracks that have been seen in at least one of the cam-
eras in the current reconstruction. 3D points are
reconstructed by intersection (midpoint algorithm),

and successively pruned using X84 on the reprojec-
tion error. As a further caution, 3D points for which
the intersection is ill-conditioned are discarded, us-
ing a threshold on the condition number of the linear
system.

Finally, we run BA again, including the new 3D
points. If BA, at any stage, does not converge, then
the view is rejected.

4 Surface reconstruction

The recovery of the geometric structure in the form
a 3D-point cloud does not produce a model of the
object’s surface. However, even describing the sur-
face of the imaged object as a triangulated mesh
is not enough: to convey meaning, structure must
be constructively specified, for example linking to-
gether parts from a architectural structure database
or using constructive solid geometry. We chose to
build our models out of geometric primitives repre-
senting their surfaces.

4.1 High-level primitive fitting

The first stage is fitting simple geometric primi-
tives such as planes, cylinder or spheres to the data.
We developed a specific approach that enables data
self-organization and copes naturally with multiple
structures. Given a distribution of points corrupted
by outliers, the algorithm generates a set of model
hypotheses by repeatedly drawing at random the
minimal required number of samples for each de-
sired structure. Then data is transformed into its
conceptual representation: each data point is repre-
sented with the characteristic function of the set of
models preferred by that point. Multiple models are
revealed as clusters in the conceptual space.

A specific agglomerative clustering procedure,
called J-linkage, for it is based on the Jaccard dis-
tance, has been developed [32]. The Jaccard dis-
tance measures the degree of overlap of the two sets
and ranges from O (identical sets) to 1 (disjoint sets).
In formulae, given two sets A and B, the Jaccard
distance is defined as:

AUB|—-|ANB
dJ(AvB):$ (6)

The J-Linkage procedure is summarized below.



J-linkage

1. Put each point in its own cluster.

2. Define the cluster’s PS as the intersection of
the PSs of its points.

3. Among all current clusters, pick the two clus-
ters with the smallest Jaccard distance between
the respective PSs.

4. Replace these two clusters with the union of
the two original ones.

5. Repeat from step 3 while the smallest Jaccard
distance is lower than 1.

Each cluster of points defines (at least) one model.
The final model for each cluster of points is esti-
mated by least squares fitting.

Model selection is subsequently used first to
merge different model instances of the same type
(intra-model selection) and then to determine the
best-fit model among different ones (inter-model se-
lection), namely planes, spheres or cylinders. The
best-fit model is determined using the Bayesian In-
formation Criterion (BIC), which proved to pro-
duce better results in our experiments. Eventually,
each inlier data point belongs to one (and only one)
model. An example is shown in Fig. 2.

Figure 2: Automatically recovered planes and
cylinders from the 3D point cloud (top view).

4.2 TImage-consistent triangulation

Estimating a sound triangulation on the output of a
structure and motion pipeline is inherently difficult
because the recovered 3D information suffer from
uneven sampling and reconstruction errors. This in-
hibits the use of a large part of algorithms for recov-
ering meshes from unorganized point clouds like for
example [16]. Therefore, we turn our attention to

image-consistent triangulation algorithms, i.e., al-
gorithms that uses information from the images to
guide the triangulation of 3D points.

Following [3] we first augment our point cloud
by adding points along the intersections between
the recovered primitives, provided that these points
projects onto actual image edges. As a result the
model’s boundaries are better preserved, as seen in
Fig. 3.

Figure 3: Detail of the triangulation before
(left) and after (right) augmentation with boundary
points.

The initial triangulation is calculated by project-
ing the recovered 3D points to their belonging sur-
face and applying the 2D Delaunay triangulation al-
gorithm. This approximation contains spurious tri-
angles that does not correspond to a planar patch
in 3D. They may arise because a single surface has
been fitted to data consisting of actually two distinct
surfaces, separated by a gap. Delaunay triangula-
tion subsequently links all the points of the unique
surface, resulting in triangles that spans over the
gap. Moreover, Delaunay triangulation is convex
by construction, therefore it adds spurious triangles
along the concavities of the boundary of the object
(see Fig. 4).

Figure 4: Examples of spurious triangles covering
textured (left) and uniform (right) areas.

Firstly, a test is performed taking visibility into
account: triangles are projected onto the original



views, and those covering visible points are re-
moved, as in [15].

If the spurious triangle covers a textured area in
the image it can be detected by applying a check
based on the appearance of the underlying surface,
like suggested in [22, 25]. The rationale behind
those methods is that under the assumptions that
surfaces are planar and Lambertian, all the differ-
ent views of the same triangle are similar or photo-
consistent. As customary, we used the Sum of
Squared Differences (SSD) of the pixels intensity
to measure photo-(in)consistency and X84 to au-
tomatically reject inconsistent triangles, assuming
that the majority of them are indeed consistent (see
Fig. 5).

Figure 5: Histogram of SSD values over corre-
sponding triangles in all views. The vertical line
is the X84 threshold.

This procedure works well in textured areas but
fails to detect spurious triangles that cover a uni-
form area like sky or grass patches. Therefore,
along the same line as [23], a different strategy is
adopted to cope with these triangles.

The idea is to focus on edges on boundary the tri-
angulation: such edges must coincide with intensity
edges, if the triangle is correct. Therefore, spuri-
ous triangles are detected and removed by checking
image gradient along each boundary edge, starting
from the outer triangles and proceeding inward until
no triangle needs to be removed.

Finally, the inner triangles are substituted with
fewer and less skinny ones (see Fig. 6). This is
achieved thanks to a constrained conforming De-
launay triangulation [29] with minimum angle set
to 20 deg.

The final triangular mesh is shown in Fig. 7.

Figure 6: Detail of the triangulation before (left)
and after (right) simplification.

Figure 7: The triangulated model for the “Poz-
zoveggiani” example.

4.3 Relief map extraction

Having obtained a compact model from the origi-
nal pictures we can optionally augment it with re-
lief textures, thus recording also the fine geometry
lost during the primitives extraction, as in [5]. We
obtained the preliminary results shown in Fig. 8,
developing a simplified version of a recent stereo
algorithm based on gestalt principles [19]. While
based on local methods, it can achieve good per-
formance by employing large disparity neighbour-
hoods. The problem usually associated with large
correlation windows are minimized by weighting
the stereo cost function with a measure of similar-
ity and proximity between candidate matches, thus
mimicking the behaviour of stereo algorithms based
on explicit segmentation.

Candidate views for disparity estimation are se-
lected by identifying those that both contain a large
set of visible points from the considered surface.
The views are first rectified, discarding during the



Figure 8: Color and normal textures automatically
generated for the front of the church.

process the pairs with excessive distortions. Con-
flicts in depth arising from different couples are re-
solved taking the median of the estimates. Once dis-
parity has been obtained recovering bump, normal
and displacement maps is straightforward; these
data enables the simulation of fine geometry and the
use of modern rendering algorithm such as [18] and
its more recent derivations.

5 Experiments

Our technique was tested on several, large archi-
tectural models. We will show three of them por-
traying a small medieval church (“Pozzoveggiani”),
the well-known Valbonne dataset and a section of a
stronghold (“Controporta”). All pictures were taken
in uncontrolled settings and environment, and no
additional information was used.

Pozzoveggiani. The dataset is composed of 54
images acquired from the ground plane with a con-
sumer camera at a resolution of 1024x768 pix-
els, at different times and with automatic expo-
sure (Fig. 9(a)). Photos contain occlusions, scale
changes, uneven brightness, sun flares and an out-
lier that we inserted purposely to verify its rejection.

The church itself has a fairly simple planimetry:
the perimeter is composed of straight walls, with a
bell tower and a slanted roof covered with bent tiles.
A cylindrical apse protrudes from the back; several
arches and slit windows open into the well-textured
brick walls.

In Fig. 9(b) the complete point cloud generated
from the SaM section of the pipeline (described in
Sec. 3) is shown. It displays good continuity proper-
ties and a remarkable accuracy in modeling the peri-
metric walls but also a uneven density (see Fig. 1)
caused by the different number of pictures imaging
each side: for this reason the roof, hardly visible

from the ground plane, remains unmodeled.

The model extraction correctly recovers all peri-
metric planes (the average angle between orthogo-
nal planes is 90.44 deg ) and fits a cylinder to the
apse as expected (Fig. 9(c)). The subsequent trian-
gulation is shown in Fig. 9(d) and 9(e). Most of
the surface is correctly reconstructed, with only few
missing triangles in correspondence with loosely
sampled locations and strong border interference.

Controporta. Our second example is composed
of twelve pictures of a massive ruined fortifica-
tion on a grassy plane. Imaged at a resolution of
1280x960 pixels it is composed of straight sections
of stone wall.

Most detected tracks lie uniformly on the flat sur-
faces (Fig. 9(g)), which are all correctly identified
in the primitive extraction step (Fig. 9(h)). A small
cluster of 3D points, localized on the grass plot next
to the camera, enables the recovery of the ground
plane. The gap that can be seen in Figures 9(i) and
9(j) between the back and foreground geometry is
structural, because of the occluding grass patch.

Valbonne. The last experiment uses 15 photos of
the Valbonne church, extensively used in calibration
literature. The dataset is recorded at a resolution of
768x512 pixels, in varying condition of illumina-
tion and occlusion.

Recovered tracks (Fig. 9(1)) cover the front and
side faces of the building. Three main dominant
planes are recovered, as seen in Fig. 9(m), with the
front face assimilating the contributes of the two
protrusions at its sides.

6 Conclusions

We presented a complete reconstruction pipeline
for large architectural scenes capable of automat-
ically recovering from a set of sparse pictures a
compact and meaningful representation composed
of textured high-level geometric primitives. This
format, which conveys the semantic structure of the
imaged environment, has obvious advantages when
compared with unorganized point clouds or overly
dense meshes produced by competing approaches.
As such, it has the potential to narrow the current
gap existing between acquisition, editing and visu-
alization of urban scenes.
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Figure 9: The “Pozzoveggiani”, “Controporta” and “Valbonne” experiments.



