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Abstract. This paper describes the design of an Electronic Travel Aid
device, that will enable blind individuals to “see the world with their
ears.” A wearable prototype will be assembled using low-cost hardware:
earphones, sunglasses fitted with two CMOS micro cameras, and a palm-
top computer. Currently, the system is able to detect the light spot pro-
duced by a laser pointer, compute its angular position and depth, and
generate a correspondent sound providing the auditory cues for the per-
ception of the position and distance of the pointed surface. In this way
the blind person can use a common pointer as a replacement of the cane.

1 Introduction

Electronic Travel Aids (ETA) for visually impaired individuals aim at conveying
information in a way that the user can reconstruct a scenario alternative to the
visual one, but having similar informative characteristics, such that the impaired
person can make use of at least part of the information that sighted people
normally use to experience the world. This information is typically conveyed via
the haptic and auditory channels.

Since the mid-seventies, a number of vision substitution devices have been
proposed which claim to convert visual into auditory or haptic information with
the aim of being mobility aids for blind people [9/6]. Early examples of this
approach are the Laser-Cane and the Ultra Sonic Torch [I2]. These devices are
all based on beams of ultrasonic sound which produces either an audio or tactile
stimulus in response to nearby pointed objects, proportional to the proximity of
the detected object. In the VIDET project a device converting the information
of object distance into haptic cues has been developed [13].

As compared to visual information, sound does not rely on focused attention
of the human subject, it is pervasive in a 3-D environment. However, it is difficult
to design sounds in such a way that they become effective information carriers.
When one aims at using sounds to display spatial features of objects, it should
be considered that, while vision is best suited for perceiving attributes of light
modifiers (surfaces, fluids), audition is best suited for perceiving attributes of
sound sources, regardless of where they are located [10].
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Fig. 1. Overall system architec- are applied.
ture. The laser spot is tracked, The system is composed by earphones, two
then its 3D position is computed CMOS micro cameras (a stereo head), and a
and sonified. computer (see Fig.[). The system is able to de-
tect the light spot produced by a laser pointer,
compute its depth, and provide suitable spatial-
ized sounds to a blind person.

2 Visual Analysis

The human visual system gains information about the depth basing on differ-
ences (disparity) between the images formed on the left and right retina. This
process, called stereopsys [{I4], can be replicated by a computer, at a rate of
some frames per second, using a camera pair. A well-known problem in compu-
tational stereopsys is finding correspondences, i.e., finding which points in the
left and right images are projections of the same scene point (a conjugate pair).
Using a laser pointer makes this task trivial, provided that we are able to locate
the laser spot in the two images.

In the following the processing applied to each image (left and right) in order
to locate the target (i.e. the centroid of the blob produced by the laser pointer)
in each image will be briefly described.

The visual analysis starts by applying a red band-pass optical filter on both
cameras, in order to enhance the image of the red laser spot. Then images are
smoothed in time, by averaging pixels at the same position in the preceding
m frames (we used m = 2). Only pixels whose difference is less than a given
threshold are averaged, thereby obtaining a remarkable increment of the stability
of the image, without introducing motion blur. Images are binarized with an
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automatic threshold and a size filter is applied, which discards the connected
components (or blobs) whose size is outside a given range. In order to make
the spot detection more robust, we impose the epipolar constraint [8] on the
surviving blobs; only those satisfying the constraint both left to right and right
to left are kept as candidate targets.

The number of candidate targets is used as a feedback to set the binarization
threshold, which is varied using a dichotomic search until the candidate targets
are more than zero and less than few units (typically 5). If a minimum threshold
value is reached no targets are selected, presumably because the laser spot is
not visible. To increase the precision of tracking, a forecast of the position of the
pointer in the image is used, assuming a constant speed model [I]. The predicted
position will be used to match the current target to one of the target candidates
found by the preceding elaborations. In the one-target case the most common
choice is to take the closest candidate, as stated by the Nearest Neighbor Data
Association algorithm [I].

Finally, triangulation recovers the full 3-D coordinates of the laser spot, us-
ing the disparity of the targets in the two stereo images, the internal parameters
of the two cameras, and the geometry of the stereo setting (obtained from cal-
ibration [§]). Each conjugate pair ideally defines two rays that intersect in a
point of the space. In real world, for errors in measurement of point positions
and in calibration of the stereo camera, the rays don’t always intersect, so the
triangulation computes the coordinates of a 3-D point nearest to both rays [15].

3 Sonification

Sounds that give directional cues are said to be “spatialized” [2]. In other words,
they provide distance, azimuth and elevation cues to the listener with respect to
the position of an object, assumed to be a sound source. Despite all research done
(see [3]), we have only partial knowledge about how we determine the position
of a sound source, and even less about how to recreate this effect. In everyday
listening, hearing a monophonic source gives not only information about the
source position, but also characteristics about the environment, such as source
dimension and shape of the room.

The characteristics that a sound acquires during its path from source to the
listener’s ear canal determine the spatial cues that are conveyed to the listener
by the sound. Our model adopts a versatile structural model for the rendering of
the azimuth [5]. A model providing distance cues through loudness control and
reverberation effects is in an advanced stage of development. Further studies are
needed to convey reliable elevation cues to the listener.

Once the model for the azimuth [5] has been adapted and fine-tuned to our
application, we need a new, independent model capable of rendering distances. In
this way we can reasonably think to implement these two models independently
in the system, typically in the form of two filter networks in series, the former
accounting for distance, the latter for azimuth.
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The listening environment we will consider is the interior of a square cavity
having the aspect of a long tube, sized 8x0.4x0.4 meters. The internal surfaces
of the tube are modeled to exhibit natural absorption properties against the
incident sound pressure waves. The surfaces located at the two edges are modeled
to behave as total absorbers, to avoid the creation of echos inside the tube [11].
It seems reasonable to think that, although quite artificial, this listening context
conveys sounds that acquire noticeable spatial cues during their path from the
source to the listener.

Given the peculiar geometry of the resonator, these cues mainly account for
distance. The square tube has been modeled by means of finite-difference schemes
[[4]. In particular, a wave-based formulation of the finite-difference scheme has
been used, known as the Waveguide Mesh, that makes use of the wave decom-
position of a pressure signal into its wave components [I6]. Waveguide Digital
Filters provide wall absorption over the internal surfaces of the tube [I7].

4 Preliminary Results and Conclusions

Tests show that the effectiveness of laser tracking depends mainly on how “vis-
ible” the laser is inside the captured image. Therefore, if the scene is (locally)
brighter than the laser spot or if the laser points too far away from the camera,
then problems arise about the stability of laser tracking, because the signal to
noise ratio becomes too low. Better results are obtained indoor, with a 4 mW
laser source, and within a depth range of 1 to 6 meters. The power of the laser,
the camera gains and the resolution are critical parameters.

We evaluated the subjective effectiveness of the sonification informally, by
asking some volunteers to use the system and report their impressions. The
overall result have been satisfactory, with some problems related to the lack of
perception of elevation. Further usability tests of this device are planned, with
a group of both sighted and visually-impaired subjects. Precision and latency of
the system will be measured.

The proposed system represents a first attempt to integrate vision and sound
in an HCI application and, for this reason, it is open to further improvements.
The next version of the system will determine the three-dimensional structure
of a scene by dense stereopsys, then segments the objects (or surfaces patches)
contained therein basing on depth. From that information, it will synthesizes
spatialized sounds that convey information about the scene.

We are also migrating to a new architecture based on a iPAQ 3760 PocketPC
under Linux with a digital color stereo head by Videre Design. This new system
will provide a better resolution which can be exploited for the detection of colors
and textures. Moreover, future developments of this prototype will be devoted to
the design of alternative sound models in order to provide better distance cues,
together with elevation. Another line of improvement lies in the coupling of sonic
and visual information coming from objects surfaces, e.g., to acoustically render
material or texture, so to enrich the listener’s experience about the surrounding
environment,.
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