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Abstract. In this paper we confront the problem of uncalibrated view
synthesis, i.e. rendering novel images from two, or more images without
any knowledge on camera parameters. The method builds on the compu-
tation of planar parallax and focuses on the application of converting a
monocular image sequence to a 3D stereo video, a problem that requires
the positioning of the virtual camera outside the actual motion trajec-
tory. The paper addresses both geometric and practical issues related
to the rendering. We validate our method by showing both quantitative
and qualitative results.
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1 Introduction

View Synthesis (VS) or Image Based Rendering (IBR) is the generation of novel
images as if they were captured from virtual viewpoints, starting from a set
of actual images or frames. Applications include the generation of a 3D stereo
(3DS) video from a monocular one [24, 14, 3, 26] and the upsampling of video
sequences in order to achieve slow-motion effects (e.g., [4, 17])

The rendering of virtual images requires some geometry information, ei-
ther explicit (depth) or implicit (depth-proxies), and suitable warping functions.
When cameras are calibrated, i.e. when both internal and external parameters
are available, given the depth of an image point, it is straightforward to compute
the position of the point in virtual image from any viewpoint. Techniques based
on this paradigm, known as Depth Image Based Rendering (DIBR), have been
extensively studied and several solutions are available in the literature ([27] and
references therein).

When dealing with the 3DS conversion problem, calibration data is hardly
available. Despite this, many works addressing this application ([24, 14, 3, 26])
assume some knowledge on the camera parameters, and fall within the DIBR
family described above. The uncalibrated view synthesis (UVS) is less explored
and more challenging for several reasons.

First of all, depth cannot be used in uncalibrated situations, and suitable
depth-proxies must be defined, together with proper warping functions based on
fundamental matrices [16], trilinear tensors [2], or plane-parallax representation
[13, 22].
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Second, specifying the external orientation (position and attitude) of virtual
views is unnatural, since they are embedded in a projective frame, linked to
the Euclidean one by an unknown projective transformation. Only few works
address this problem. In [7] an automatic method based on the planar paral-
lax as a geometry proxy is presented: given two or more reference images, the
possible uncalibrated orientations describe a 1-parametric trajectories obtained
interpolating or extrapolating the relative motion among reference images. This
approach is expanded in [10] by extending to 3-parametric trajectories, thus al-
lowing additional positions along and orthogonally the line of sight, and in [6]
by defining a 1-parametric rectified trajectory that, when derectified, is compat-
ible with the one in [7], and is more resilient to errors induced by poor epipolar
geometry estimation. In the upsampling of video sequences the virtual views are
always very close to the reference view, hence simple interpolation along motion
vectors is widely used.

Finally – but this issue is shared with DIBR technique, several sub-problems
have to be addressed when applying warping functions: folding, which occurs
when two or more pixels in the reference image are warped to the same pixel
in the virtual image, holes, which may be caused either by occlusions or by
missing geometric information, and resampling, due to the discrete nature of
digital images.

Contributions. In this paper we present a fully automatic UVS pipeline which
addresses most of the critical problems arising in uncalibrated scenarios. The
method takes inspiration from the pipeline presented in [8], but instead of trans-
ferring points directly from the reference image to the novel one (forward), we use
a backward mapping strategy which yields finer results. Moreover, we combine
information coming from multiple reference images, blending several parallax
maps into one. At last, we propose a simple and suitable method to fill holes in
the final virtual image and cope with resampling artefacts.

2 Background

In this section we cover some of the background notions that are needed to
understand the method. In Subsection 2.1 we introduce planar parallax as an
uncalibrated proxy for the depth. In Subsection 2.2 we describe the theory of
the uncalibrated camera orientation specification, based on [7].

2.1 Planar Parallax

Planar parallax represents the displacement in the apparent position of objects
imaged from different points of view with respect to a reference plane, and can
be computed from stereo correspondences.

Let us consider a 3D point M belonging to some plane Π and its projec-
tion (mr,mi) onto the image planes Ir and Ii respectively. There exists a non–
singular linear transformation, or homography, that maps mr onto mi, i.e.

mi ' HΠmr (1)
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where HΠ is the homography induced by plane Π and ' means equality up to
a scale factor. For 3D points M not belonging to plane Π, the following more
general relation holds:

mi ' HΠmr + eiγ (2)

where ei is the epipole in Ii and γ is the planar parallax (or, simply, parallax if
the context is clear) of M, which can be interpreted as the displacement between
the point HΠmr mapped via the homography HΠ and its actual corresponding
point mi. With a little abuse of notation, the term parallax is also used to denote
the magnitude γ of this displacement (the direction is always towards the epipole
ei).

Note that, when two image planes are coplanar (i.e., motion is along X axis,
up to coordinates change) and the reference plane is at infinity, then HΠ is the

identity and the epipole is ei =
[
1 0 0

]>
, thus parallax γ in Eq. (2) results to be

proportional to binocular disparity.
Given point correspondences and a plane homography HΠ , parallax values

can be obtained for each pixel of the reference frame by solving for γ in Eq. (2):

1

γ
=

(ei ×mi)
T (mi ×HΠmr)

‖mi ×HΠmr‖2
. (3)

It can be demonstrated that i) γ is proportional to the inverse of the depth of
points, and ii) γ depends only on the orientation of Ir and the plane Π, and not
on the orientation of Ii. For this reason we will call Ir the reference image and Ii
the auxiliary image. Hence, parallax maps computed with multiple pairs (Ir, Ii)
- where i varies - are commensurate, provided the reference plane is fixed.

Please note that this is not true for disparity. Since disparity is proportional
to the reciprocal of the depth and the depth is defined with respect to the
focal plane, there must be a common focal plane in order for disparities to be
commensurate. This can always be achieved for N ≤ 3 cameras by rectification
(rotating the focal planes around the optical centres until they coincide with the
plane defined by the three centres), but cannot be guaranteed for more cameras,
unless camera centres lies on a plane (see [18] for more details).

In summary, the parallax can be seen as a useful generalization of the depth
in the uncalibrated case, and as a generalization of disparity to unrestricted
camera configurations. In the case where camera calibration is unavailable and
the camera undergoes a general motion, planar parallax [21], can be profitably
employed as a depth-proxy.

2.2 Uncalibrated motion description

If the parallax γ is known, since it does not depend on the auxiliary image, it is
possible to exploit Eq. (2) in order to map points from the reference image Ir onto
a virtual image Iv. Specifically, one must substitute HΠ with the homography
of the plane Π between Ir and Iv, namely Hrv

Π , and and ei with the epipole in
Iv, namely ev.
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In [8] it is described how to specify the so-called uncalibrated motions

Drv =

[
Hrv
Π ev
0 1

]
(4)

when the reference plane Π is the plane at infinity (i.e. HΠ = H∞) and Drv is
the orientation of the virtual camera.

Let us consider the uncalibrated motion of the reference image wrt the aux-
iliary one:

Dri =

[
Hri
Π ei
0 1

]
. (5)

It can be noticed that Dri resembles a rigid transformation matrix

Gri =

[
Rri tri
0 1

]
∈ SE(3,R). (6)

Specifically Dri and Gri are related by Dri = K̂GriK̂
−1 with K being the

unknown matrix of the internal parameters of the camera and K̂ =

[
K 0
0 1

]
.

Thanks to this identification (actually it is an isomorphism), and since SE(3,R)
is a Lie group, it is possible to continuously parametrize the uncalibrated motion
of the virtual camera as:

Drv := Dt
ri := exp (t log(Dri)) t ∈ R. (7)

Varying the value of t, we obtain a 1-parameter family orientations which natu-
rally interpolates/extrapolates the orientations of the of reference and the aux-
iliary cameras along a geodesic path.

The infinite plane homography Hrv
Π , along with the epipole ev needed in

Eq. (2) for the view synthesis can be extracted from Drv according to Eq. (4).

3 Proposed method

In this section we describe the steps of our method. The input is a set of reference
images Ir and a set (not necessarily disjoint) of auxiliary images Ii. For each of
the reference images one or more parallax maps are computed with the support
of auxiliary images Ii (the ones with the highest overlap with Ir). For example,
in the 3DS application there is a single reference image and typically two auxil-
iary images (previous and subsequent frame). In the upsampling case there are
two reference images (the two frames that are to be interpolated) which – in
turn – play the role of the auxiliary ones (see Fig. 1). These parallax maps are
transferred (forward) to the virtual image Iv and merged together. The resulting
map is then used to synthesize Iv by (backward) mapping to the ”right” pixel
in the ”right” source image.

Please note that the use of parallax instead of disparity is crucial to allow
the fusion of multiple parallax maps, as discussed in Sec. 2.
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Fig. 1. a) and b) represent the interpolation scheme, with I1 and I2 exchanging the
role of reference and auxiliary image. c) is the 3DS scenario where there is one reference
frame and the neighbours are the auxiliary images. In both cases the the parallax map
for Iv results from the fusion of γ′

1 and γ′
2.

3.1 Virtual camera orientation

In the upsampling application the orientation of the virtual camera interpolates
between two actual ones, hence it can be specified by computing Drv using
Eq. (7) and selecting t ∈ [0, 1].

In the 3DS conversion application, on the contrary, the virtual camera po-
sition is alongside the actual one, i.e., outside its trajectory. Assuming that the
video has been shot with zero roll angle, i.e., the image rows are parallel to the
horizon, Hrv

Π and ev can be specified as follows. Since there is no rotation be-
tween the reference image and the virtual one (images are coplanar), the infinite

plane homography Hrv
Π is the identity matrix. As for the epipole, ev =

[
t 0 0

]T
with t ∈ R+, since the virtual viewpoint is displaced horizontally. Thus the
orientation of the virtual camera can be computed as

Drv =

1 0 0 t
0 1 0 0
0 0 1 0

 , t ∈ R+. (8)

3.2 Stereo processing

The purpose of this block of the algorithm is to compute the parallax value γ
for each pixel of the reference image Ir, with the support of an auxiliary image
to constitute a stereo pair.

First the image pair is rectified. Since the internal parameters are unknown,
we use the uncalibrated procedure described in [9], which relies on sparse cor-
respondences. To this end, first SIFT features are extracted in both images and
descriptors are matched, and then a RANSAC estimation of the fundamental
matrix is performed in order to discard outlier matches. Uncalibrated rectifica-
tion seeks the homographies T2 and T1 that make the original matching points
satisfy the epipolar geometry of a normal stereo pair. Stereo matching produces
two disparity maps, one referred to Ir and the other to Ii.
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At this point we perform some post-processing on the disparity maps. First
we use a simple hole-filling technique as the one suggested in [20]. Afterwards,
we use anisotropic diffusion [19] to smooth out the maps without compromising
the edges. At last we run a left-right consistency check to gather precious oc-
clusion (i.e., visibility) information. The disparity maps are used to obtain a set
of dense correspondences that are then derectified using the inverse rectifying
homographies.

Ultimately, parallax values are computed using Eq. (3) for each pixel: the
dense set of correspondences mk

r ↔ mk
i on the pair of images (Ir, Ii) is known

from the stereo matching step; the collineation is Hri
Π = T−12 T1 and epipole ei is

estimated from epipolar geometry. As a by-product of the rectification method
[9], HΠ approximates the homography of the plane at infinity.

3.3 Forward mapping of parallax maps

Starting from a parallax map for the reference image Ir, we want to obtain a
map referred to the virtual Iv instead.

First we generate a set of corresponding points between Ir and Iv by instan-
tiating Eq. (2) as

mv ' Hrv
Π mr + evγ (9)

where Hrv
Π is the infinite plane homography between the reference image Ir and

the virtual one Iv and ev is the epipole of Iv. Quantities Hrv
Π and ev are specified

through the parameter t in Eq. (7) which encodes the inter-ocular separation.
This process is a forward mapping : points in the original image are mapped

forward, to the virtual image. Once we obtain the set of corresponding points
among the reference image and the novel image we can compute parallax values
with respect to our novel image using Eq. (3).

As it is well known, forward mapping raises some problems, for it is necessary
to deal with small holes in the destination images due to the non-surjectivity of
the map and to cope with its non-injectivity, causing the folding effect.

Probabilistic splatting In order to deal with the non-surjectivity issue, we
developed a randomized technique that account for the quantization inherent to
the forward mapping.

First, we generate noise in the form of random values drawn from the stan-
dard uniform distribution on the open interval (−0.5, 0.5) (the amplitude of the
interval is chosen to be equal to the maximum error introduced by the coordi-
nates rounding). The noise is added to the non-integer coordinates mv in Eq. (9)
which are then rounded to their closest integer value. The procedure is repeated
for n times (we choose n = 100) and all the perturbed parallax maps are merged
into the final one by averaging them. This approach has two main advantages: i)
as n increases, the process will tend to approximate a proper linear interpolation
between the neighbouring pixels, based on the distance from the integer values
(i.e. the decimal parts of the coordinates) ii) this procedure fills holes in the
map, since pixels with undefined value are likely to be filled with the value of
the neighbouring valid ones.
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Folding Folding occurs when different source pixels are mapped to the same
destination pixel. This phenomenon is due to the modification of the viewpoint,
when two points that were visible in the original image fall along the same line
of sight in the new image. As most approaches in literature, we deal with this
problem by selecting the pixel with the greater disparity which, by definition
will be occluding the one with a smaller disparity value.

3.4 Merging of parallax maps

At this point we have a collection of independent parallax maps for Iv and the
purpose of this step is to merge these maps into one, in order to reduce noise
and fill holes.

Observe that even though these maps are commensurable, they differ by a
global scale factor s. However, due to noise and outliers, the factor will not be
unique for the entire image, thus we estimate it from the distribution of the
pixel-wise ratios in a robust way using the Median Absolute Deviation and the
x84 rejection rule [11].

Once the maps are brought to the same scale we merge them into a final one
by keeping the highest parallax value in each pixel, where holes have conven-
tionally assigned −∞.

This fused parallax map is accompanied by a source map that records for
each element of the parallax map, which of the reference images it originates
from (in case of multiple Ir). Together they define a mapping from Iv to the
reference images that will be exploited in the actual rendering of Iv, described
in the next section.

3.5 Backward mapping of colour

In the final stage of the method, the pixel grid of the virtual image is used as a
reference to determine corresponding point in the reference images.

This process is a backward mapping, since points in the virtual image are
mapped (backward), to points in the reference images to get a colour assigned.
Again, we rely on Eq. (2) and we rewrite it as

mr ' Hvr
Π mv + erγ (10)

Where Hvr
Π and er are obtained according to Eq. (4), but this time from matrix

D−1rv , where Drv is the one defined in Eq. (7).
The formula is applied pixels-wise using as the reference image the one spec-

ified in the source map. Bilinear interpolation is used to assign values to non-
integer coordinates.

Occlusion filling. There can be points that are visible in the novel image,
but for which a parallax value could not be computed, because they are not
visible in the reference images or because of failure of the stereo matching. Such
holes can only be filled heuristically. In our method, we build a binary map that
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estimates local foreground/background segmentation: on the disparity map, for
each unassigned pixel we compute the variance of its neighbourhood. A high
variance indicates the presence of multiple depth layers, thus it is likely that an
object in the foreground is occluding the background and the pixel is marked as
background. Otherwise it is marked as foreground. This procedure is based on
the idea presented in greater details in [20]. Once the binary map is built, we
use it to fill holes on the virtual view, using the average colour of the neighbours
that fall within the same class.

4 Experiments

We report two sets of experiments that validate our approach. The first set fo-
cuses on the forward vs backward mapping issue, and shows quantitative results
by comparing our rendered images against ground truth images. The second set
of experiments shows the visual results of the rendering of a virtual frames in a
3DS conversion scenario, where the position of the virtual camera is set alongside
the actual one.

First we validate the choice of the backward mapping (BWM) approach –
described in Sec. 3.5 and previous ones – against the forward mapping (FWM).
FWM, used e.g. in [8], is the fusion of two virtual images obtained from the
reference images. Both approaches are evaluated before the hole filling post-
processing step.

Fig. 2. Parallax maps obtained from the stereo matching.

In order to factor out the inaccuracies of the stereo matching we used the
Middlebury 2006 dataset ([12]) which provides ground truth disparity maps.
Each sequence of the dataset is composed by seven frames, we used the second
and the sixth frame as the reference pair to synthesize the middle frame, which
corresponds to the fourth frame. We then compared the ground truth image with
the virtual one and obtained the results reported in Tab. 1. As figures of merit we
considered the structure similarity index (SSIM) [23], the signal-to-noise ration
(SNR) and the absolute error rate (ABS) where pixels that differ from the true
value for more than 1 pixel and unassigned ones are counted as errors. The
result is that BWM consistently outperforms FWM showing its better ability to
recreate the virtual image.

Finally, we report some qualitative results of the 3DS conversion in Fig. 3.
The images are taken from [25] and from [12]. Stereo matching have been carried
out with the implementation of [15] available in OpenCV; maps are reported in
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Table 1. Comparison of performances of our BWM approach against the FWM em-
ployed in [8]. SSIM: and SNR the higher the better. ABS: the lower the better. See
text for further explanations.

BWM FWM

Sequence SSIM SNR ABS SSIM SNR ABS

Aloe 0.77 -33.59 33.74 0.72 -34.15 37.25

Baby1 0.89 -30.48 33.83 0.87 -30.80 34.79

Baby2 0.90 -26.91 31.67 0.88 -27.04 33.75

Baby3 0.88 -25.80 21.73 0.86 -26.45 23.35

Bowling1 0.88 -31.80 46.56 0.87 -31.90 46.99

Bowling2 0.87 -30.81 37.62 0.85 -31.23 39.04

Cloth1 0.96 -20.94 39.59 0.93 -19.77 40.74

Cloth2 0.91 -27.83 42.95 0.86 -28.75 44.66

Cloth3 0.91 -26.37 37.21 0.87 -27.20 39.08

Cloth4 0.88 -31.44 35.91 0.82 -32.17 39.33

Flowerpots 0.89 -28.56 28.45 0.87 -28.73 30.23

Lampshade1 0.83 -33.99 24.36 0.82 -34.41 25.04

Lampshade2 0.84 -33.92 22.90 0.83 -34.36 23.33

Midd1 0.91 -29.85 26.57 0.89 -30.10 28.56

Midd2 0.90 -30.01 44.92 0.89 -30.24 46.03

Monopoly 0.86 -34.04 90.35 0.83 -34.33 89.11

Plastic 0.94 -25.85 29.51 0.92 -26.54 29.49

Rocks1 0.92 -21.67 27.82 0.88 -22.76 31.11

Rocks2 0.93 -21.22 33.51 0.89 -22.32 35.77

Woods1 0.92 -27.89 40.22 0.90 -27.76 42.10

Woods2 0.94 -25.05 28.45 0.92 -25.05 29.70

Fig. 2. Despite a few artefacts – mainly due to failures of the stereo matching –
the results are convincing and visually plausible.

5 Conclusions

We presented a pipeline for uncalibrated view-synthesis of novel images. Our
method is fully automatic and geometrically sound. We tested it on the conver-
sion to 3DS, where the method produces promising results.

Future work will address the limitations of this work. Hole filling in the
virtual image needs to be improved; where no information is available in the
source images inpainting techniques (e.g. [5]) should be adopted. The probabilis-
tic splatting step could also be improved by the working on superpixels (e.g.[1]).
Heuristics to mitigate the effects of matching failures will be also investigated.
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misprint

Fig. 3. Examples of the 3DS output. From left to right: reference image (left eye),
virtual image (right eye), red-cyan anaglyph.
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perpixels Compared to State-of-the-art Superpixel Methods. IEEE Trans. on Patt.
Analysis and Machine Intell. 34(11), 2274 – 2282 (2012)

2. Avidan, S., Shashua, A.: Novel view synthesis by cascading trilinear tensors. IEEE
Trans Vis. and Comp. Graph. 4(4), 293–306 (1998)

3. Cheng, C.C., Li, C.T., Huang, P.S., Lin, T.K., Tsai, Y.M., Chen, L.G.: A block-
based 2D-to-3D conversion system with bilateral filter. In: Int. Conf. on Consumer
Electronics. pp. 1–2 (2009)

4. Choi, B.T., Lee, S.H., Ko, S.J.: New frame rate up-conversion using bi-directional
motion estimation. IEEE Trans. on Consumer Electronics 46(3), 603–609 (2000)
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