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Abstract

This paper describes a work in progress towards the implementation of a complete system that provides tourists

with relevant visual information related to cultural heritage sites. Thanks to the diffusion of high-end mobile

devices and the recent improvement in computer vision research on 3D Structure and Motion reconstruction, it

is now possible to develop mobile mixed reality applications that can interact with spots of historical interest in

the city. In particular we present an accurate localization of the mobile device that leverages on a pre-computed

3D structure to obtain image-model correspondences. Preliminary experiments with a calibrated camera – indoor

and outdoor – demonstrate sufficient accuracy to support mixed reality.

Categories and Subject Descriptors (according to ACM CCS): H.5.1 [Information Interfaces and Presentation]: Mul-

timedia Information Systems—Artificial, augmented, and virtual realities I.4.9 [Image Processing and Computer

Vision]: Applications—I.2.10 [Computing Methodologies]: Vision and Scene Understanding—

1. Introduction

The increasing popularity of new generation smartphones

combined with recent results on 3D reconstruction from

Structure and Motion (SaM) allows the design of fully au-

tonomous system to support mixed reality applications. In

particular in this paper we will describe our progress toward

the development of system that assists tourists visiting cul-

tural heritage sites and historical town centres. The proposed

procedure provides to the user contextual video, text infor-

mation and also 3D representations of particular points of

interest of the city like buildings or monuments that can be

visualized directly onto the image captured by the device’s

camera as a mixed reality display.

Nowadays robust SaM algorithms [SSS06], [FFG09] are

available, from which we can obtain a sparse 3D reconstruc-

tion of the most interesting locations of the city, like squares,

monuments or even entire quarters. This 3D model is usually

represented as a 3D points cloud, as shown in Fig.1. Beyond

spatial 3D information each of these 3D points is related also

to a set of appearance descriptors like SURF [BETVG08] or

SIFT [Low04], invariant to similarity transformation and ro-

bust to viewpoint and illumination changes. These descrip-

tor will be our anchor bolt for the localization of a smarth-

phone’s camera with respect to the 3D reconstruction coor-

dinate frame. If the camera pose estimation reaches a good

Figure 1: 3D reconstruction of Piazza Brà

precision it becomes possible not only to roughly localize

the user but also to render a graphic layer on the device’s

display where 3D models will interact coherently with the

actual frame.

Basically, this system can provide a cultural knowledge

that overcome the simple unguided tourist experience. In fact

with this framework each user will have at his disposal an in-

teractive guide when he is visiting a particular city just look-

ing at monuments or historical buildings through his mo-
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bile device’s camera. It will provide a personal guide to each

potential user, improving access to cultural knowledge that

otherwise could be more difficult to achieve, especially in an

outdoor environment.

Despite the fact that other type of sensors are available

like GPS and Wifi signals, it’s still crucial adopting image-

based techniques in order to obtain such an accurate position

and orientation of the camera needed for applications illus-

trated above. One of the main reasons is the low-level accu-

racy provided by the other sensors when they are available.

GPS accuracy is affected by atmospheric conditions, natural

and artificial barriers and the error measured is usually be-

tween 1 to 10 meters. Furthermore the signal is completely

absent in indoor environment. With this type of sensors we

can not guarantee either a precise position or the orientation

of the device and this is not sufficient to ensure an high level

of correlation between the augmented reality layer and the

framing area.

In literature, several systems (e.g. [RS04], [SB07]) have

been presented providing the user additional information

about the environment. These works describe first examples

of tourist guide applications suitable for mobile devices. At

the present time these approaches present a reductive func-

tionality due to the complex data acquisition for the envi-

ronment models and also for the hardware components em-

ployed. Remarkable results on mobile camera pose estima-

tion have been reached also for indoor environment [HB08].

This approach is slightly different from ours; they use dif-

ferent feature detection method based on image segmenta-

tion exploiting the fact that their application is suitable for

indoor localization. Due to recent smartphones increasing of

hardware capabilities (e.g. the integration of high-resolution

cameras and GPU processors) it is now possible to support

also a real time mobile implementation of the most effi-

cient features and descriptor such as SURF [CXG∗07] and

SIFT [WRM∗08].

In this paper we will focus on accurate pose estimation al-

gorithm of a camera with respect to a given 3D points cloud

reconstruction. The rest of the paper is organized as follows.

Section 2 describes our system in details: a pre-processing

step in which we configure the dataset of available images

adopting an efficient Bag-of-Visual-Words model and the

“online” procedure of frame localization. Experimental re-

sults are shown in Section 3 and conclusions and further di-

rections are presented in Section 4.

2. System description

Our system leverages on a SaM pipeline as baseline tech-

nology. This pipeline allows to produce a sparse set of 3D

points endowed with appearance descriptors by processing a

large set of images of the scene.

In order to achieve a fast and precise localization of a

mobile camera it would impractical and also ineffective to

Figure 2: System Overview. The offline data pre-processing

is marked in blue, the online steps are drawn in red.

match the present image against the entire set of images.

Instead we limit the matching to the subset of most simi-

lar images. This problem can be solved with image-based

techniques for object recognition and scene classification

[SZ03], [YJHN07] that provide an efficient image represen-

tation drawing inspiration from the text retrieval commu-

nity. These methods, based on Bag-of-Words model, intro-

duce the concept of “visual words” in analogy to represen-

tative words in text document. The local features (e.g. SIFT,

SURF) extracted from an image correspond to single words

in a text. Our approach differs slightly from the previous

cited works, in addition to the set of images of the site it

makes use also of the 3D reconstruction given by the SaM

pipeline. The main idea is that using 3D points clouds model

we have additional information with respect to image-based

methods. The localization procedure not only relies on local

features’ correspondences between images but also it takes

advantage of further geometric constraints given by the 3D

data recovered. A similar approach is presented in [IZFB09].

Our system involves two main stages: the retrieval phase

to determine a subset of images that are most similar to the

query image and the computation of the camera’s pose. This

section describes the main steps of the proposed procedure:

first an “offline” pre-computation stage is needed in order to

set the Bag-of-Words retrieval model; then during the “on-

line” stage the mobile camera’s mobile camera’s images are

processed to calculate the location of the device.

Fig.2 illustrates the major stages of our system. A client-

server architecture will enable applications based on large-

scale database. In order to provide an efficient distribution

of computational payload the mobile client device will per-

form only features extraction on the current image to local-

ize. The data will be transmitted over an Internet connection

to a server that will operate the localization procedure and

send back contextual visual information to the smartphone.
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2.1. Offline data pre-processing

The Bag-of-Words framework allows compact image repre-

sentations and a scalable method for large image retrieval

databases. As described above, the points cloud 3D model

obtained by the SaM pipeline is the basis for the localization

procedure together with the set of registered images. Each

3D point of the model is related to a set of SURF descrip-

tors [BETVG08] derived from the corresponding features in

the registered images. This stage aims to build the visual

words codebook from this set of registered images to per-

form a efficient retrieval during the online phase. We adopt

SURF instead of SIFT descriptor heading for high comput-

ing speed and low amount of memory storage in order to

achieve real time performances.

The first step, which provides the construction of visual

word codebook, consists in the quantization of the descrip-

tors associated to the 3D points in order to keep a com-

pact set of representative features (i.e. the clusters’ centers),

called “visual words”. In literature several feature quantiza-

tion approaches have been proposed: for a small database

like ours a simple clustering technique like k-means in Eu-

clidean space can be sufficient, however when the database

size increases a more complex data structure must be em-

ployed which supports both a more compact representa-

tion of visual words and a more efficient search procedure.

Two examples of this advance approach are vocabulary tree

[NS06], that uses hierarchical k-means to recursively subdi-

vide the feature space, and random forest [PCI∗07].

The size of the vocabulary is one of the crucial points

of the model. A coarse clustering can not be enough dis-

criminative since two features descriptors with low similar-

ity value can be assigned to the same visual word. In pres-

ence of big datasets, the number of elements to classify can

be too large. In this case the clustering can be performed on a

smaller subset of feature descriptors related to the most rep-

resentative images carefully chosen from the entire dataset.

A second step computes for each image a compact rep-

resentation as the histogram of occurrences of each vi-

sual word in the image. This representation is referred to

as “BoW signature”. It is customary to apply a weighting

scheme to BoW signatures that considers visual words’ fre-

quencies both in a single image and in the entire database.

The rational is that some visual words can be less distinc-

tive due to a high frequency of appearance in the entire im-

age database, and these items must be down-weighted; on

the other hand, visual words appearing only in few images

have a high distinctive power and should be up-weight. A

weighting scheme commonly used in text retrieval is known

as “term frequency-inverse document frequency” (TF-IDF).

The TF-IDF scheme works as follows, given a visual word

(term) t in an image (document) d its weight is given by:

tf-idft,d = t ft,d × id ft . (1)

The Term Frequency is defined as:

t ft,d =
nt,d

∑k nk,d
. (2)

where nt,d is the number of occurrences of the visual word

t in the image d, and the denominator is the sum of occur-

rences of all terms in the image d. The Inverse Document

Frequency is related to each visual word considering the en-

tire database of images and is defined as:

id ft = log
|D|

1+ |
{

i : nt,i "= 0
}

|
. (3)

where D is the set of all images and
{

i : nt,i "= 0
}

is the set

of images where the visual word t appears at least one time.

We apply the TF-IDF weighting to each BoW signature of

the database.

2.2. Online camera pose estimation

In the following we explain the online phase of our system.

We first extract SURF features from the query image, then

each feature is assigned to a visual word of the codebook us-

ing an efficient kd-tree structure and the BoW signature of

the query is computed. Then we calculate the similarity be-

tween query and database images using the cosine similarity

measure of the related BoW signatures, defined as:

sim(BoWq,BoWi) =
BoWq ·BoWi

‖BoWq‖‖BoWi‖
. (4)

for each image i belonging to the database D. A subset D̃ of

m most similar images can now be determined.

The second step consists on selecting the SURF features

associated to the points of the 3D model visible from the

images in D̃. As a further additional constraint we choose

only the features related to 3D points that are visible from

more than one view. In this way we can discharge possi-

ble wrong retrieval results. We perform matching between

the SURF features extracted from the query image and the

SURF features just selected, obtaining a set of correspon-

dences between 2D query points and 3D model points. Cam-

era pose estimation can now be computed applying Fiore’s

linear algorithm [Fio01], if the intrinsic parameter of the mo-

bile camera are known, or linear resection [HZ03] in case

of uncalibrated device. In order to cope with possible out-

liers we use MSAC [TZ00]. A further refinement of camera

pose can be done applying a non-linear refinement that min-

imizes the reprojection error of the set of 3D points inliers

ensued from MSAC. The minimization is performed using

the Levenberg-Marquardt algorithm.

3. Results

We first tested the performance of our system on a dataset of

318 images of “Piazza Brà” square in Verona of which we

have a full 3D reconstruction provided by the SaM pipeline

[FFG09], shown in Fig.1. The 3D points cloud is endowed
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with 200000 SURF descriptor, this means that for each im-

age a set of 600 features on average is been matched and re-

lated to 3D points of the model. The resolution of all images

is 1504× 1000. We performed our test employing a leave-

one-out approach. Each registered camera has been first re-

moved from the dataset together with the related feature de-

scriptors and then the localization algorithm has been run on

the updated dataset. In this way we can consider the regis-

tered camera obtained with the SaM pipeline as our ground-

truth data.

(a)

(b)

Figure 3: Examples of retrieval. Top: the image to localize;

bottom rows: the subset of the most similar 6 images.

For the retrieval step, we have performed a k-means clus-

tering on the SURF descriptors related a specific subset of

135 images (with k = 10000). By employing only a part

of the datasets images we have improved the discriminative

power of each visual word and at the same time we could

increase the number of clusters computed. Two examples of

the retrieval results are shown in Fig.3. In particular Fig.3b

illustrates the robustness to occlusion provided by the Bag-

of-Words approach. In Tab. 1 is shown the accuracy of our

location algorithm in terms of Euclidean distance of the cam-

era centre with respect to the ground truth data and the resid-

ual rotation angle given by the geodesic distance in SO(3):

dg(RgtRl) = min
{
∥

∥

∥
logR

T
gtRl

∥

∥

∥

F
,

∥

∥

∥
logR

T
l Rgt

∥

∥

∥

F

}

. (5)

where Rgt is the rotation component of the camera matrix of

the ground truth data Pgt = Kgt [Rgt |Tgt ] and Rl is the rotation

component of the camera matrix Pl = Kl [Rl |Tl ] computed by

our algorithm.

Table 1: Camera Pose Average Error

Method Camera Centre Residual Rotation

Distance [m] Angle [deg]

Fiore 0.2509 0.56

Resection 3.0101 4.03

Fiore + refin 0.1270 0.29

Resection + refin 3.0022 4.00

As an example of the mixed reality display that our sys-

tem will provide, Fig. 4 illustrates the overlap of a graphic

rendering of a the 3D model of the Arena onto the actual

image. The visual alignment depends on the correct local-

ization of the image with respect to the 3D model. In this

example we used a calibrated image. Indeed, as it can be no-

ticed from Tab. 1, while the accuracy in the calibrated case is

fairly good, in the uncalibrated case (resection) the average

error is still too high to enable a mixed reality display.

A second experiment has been run testing an indoor en-

vironment. The dataset is composed by 213 images (1504×
1000) of a train station entrance hall. The 3D model obtained

by the SaM pipeline is formed by 8650 3D points endowed

with 28500 SURF descriptors. In this case the k-means clus-

tering has been processed with k = 5000. For both experi-

ments feature points have been extracted with ’Fast-Hessian’

detector [BETVG08] setting the threshold equal to 300. In

the matching stage we have adopted the evaluation criterion

presented by Lowe [Low04] with a matching threshold of

0.5. Table 2 reports the related camera pose average error.

4. Conclusions and Future Works

We have presented a system architecture that provides a per-

sonal guide to each potential user that owns a recent mobile

device when visiting indoor and outdoor cultural heritage

sites. We have focused our paper on the development of an

accurate camera pose estimation algorithm with respect to a
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Figure 4: Example of mixed reality overlay from a localized view. On the left the original image; in the middle a superimposed

3D model of the Arena; on the right the 3D model with the points cloud in red.

(a)

(b)

Figure 5: (a) Train station entrance hall 3D reconstruction. Blue cameras are the ground truth data; Localized cameras are

marked in red. (b) a subset of images from the dataset

Table 2: Camera Pose Average Error

Method Camera Centre Residual Rotation

Distance [m] Angle [deg]

Fiore 1.8195 18.94

Resection 4.2765 33.14

Fiore + refin 0.1406 1.10

Resection + refin 2.2973 13.81

3D model given by a SaM pipeline. We have tested our sys-

tem obtaining good results in the calibrated case. Based on

these results our next efforts will concentrate on achieving

comparable precision also with uncalibrated camera and on

the real time mobile implementation of features extraction

on the client side.
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