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Abstract

Image composition (ormosaicing) has attracted a grow-
ing attention in recent years as one of the main elements
in video analysis and representation. In this paper we deal
with the problem of global alignment and super-resolution.
We also propose to evaluate the quality of the resulting mo-
saic by measuring the amount of blurring. Global registra-
tion is achieved by combining a graph-based technique –
that exploits the topological structure of the sequence in-
duced by the spatial overlap – with a bundle adjustment
which uses only the homographies computed in the previ-
ous steps. Experimental comparison with other techniques
shows the effectiveness of our approach.

1. Introduction

Image mosaics have attracted a growing attention in re-
cent years and they have been applied in many applications,
like video stabilization and compression, background sub-
traction, virtual environments and panoramic photography.

Mosaics can be constructed by aligning and properly
blending together partially overlapped images acquired by
a camera. If it follows a bidimensional scanning pattern
(like a zig-zag path), instead of the more common mono-
dimensional pattern (as in a panning sequence), it is neces-
sary to deviseglobal registration methods which aim to ex-
ploit all available information. Global registration (or align-
ment) refers to the alignment of video frames taking into ac-
count (ideally) all the overlapping frames, and not just the
consecutive ones. The motivation for this comes from the
observation that even if the alignment of consecutive frames
is accurate, simply concatenating local alignment models
may lead to a gross global misalignment.

Many approaches for global registration have been pro-
posed in the last years. In [2], the global consistency of the
inter-frame alignment matrices is enforced by solving a lin-
ear system of equations. A weak point of this technique is
that it can cope with an affine deformation only. In [1], the

maximum likelihood estimate of the set of consistent homo-
graphies is computed given all the point matches. In [11],
global registration is achieved by minimizing differences
between ray directions going through corresponding points.
The most closely related work are [10, 6], which both use a
graph representation and cast the problem as the identifica-
tion of the shortest path.

Our method for global registration consists of three prin-
cipal steps: frame-to-frame registration, graph-based reg-
istration and simultaneous registration (i.e., bundle adjust-
ment). First, only consecutive frames are registered. Then, a
graph is built, whose vertices are the frames and edges link
frame pairs for which a planar transformation is directly
computed. The edge costs reflect the local registration ac-
curacies. The graph representation allows us to search for
the optimal path connecting every frame in the sequence to
a chosen reference frame. The third and last step uses lo-
cal constraints to determine the optimal global registration
that minimizes an error function.

This work, albeit similar in some aspects to the above
mentioned ones, differs substantially in many parts. In par-
ticular, a cost (error) function is proposed which leads to
mosaics of better quality with fewer iterations as compared
with those proposed by [11] and [6], according to the com-
parative analysis reported in Section 4. We also address
the construction of super-resolution mosaics of high qual-
ity [4, 12]. Indeed, this results as a side effect of computing
precise (sub-pixel) alignment between frames. This is pos-
sible because a sub-pixel motion defines a (non-uniform)
sampling grid on the mosaic which is finer than the origi-
nal pixels grid. Section 3 describes our approach to super-
resolution. Another contribution of this paper is the pro-
posal of an objective measure for evaluating the quality of
mosaics. In Section 4.1 we describe this measure and give
experimental support to this choice.

2. Mosaicing

Image mosaicing can be defined as the automatic align-
ment (or registration) of multiple images into larger aggre-



gates [14].
Two pictures of the same scene are related by a (non-

singular) linear transformation of the projective plane in two
cases: i) the scene is planar or ii) the point of view does not
change (pure rotation). In these cases, which can be sum-
marized by saying that there must be noparallax, images
can be composed together to form amosaic.

Points are expressed in homogeneous coordinates, that
is, 2-D points in the image plane are denoted asx̃ =
(x, y, 1) with x = (x, y) being the corresponding Carte-
sian coordinates.

A linear transformation of the projective plane, called a
homography, is represented by a3×3 matrix H such that
x̃i = Hijx̃j , wherex̃i andx̃j are corresponding points in
frame i and j respectively. Four points, provided that no
three of them are collinear, determine a unique homogra-
phy.

2.1. Frame-To-Frame alignment

Inter-frame homography computation is based on
the Kanade-Lucas-Tomasi (KLT) tracker [7, 15], initial-
ized with phase-correlation to reduce search range. Features
are tracked through the video sequence and correspon-
dences are used to compute homographiesHi,i+1 between
each pair of consecutive frames. As in [9], Least Me-
dian of Squares is used to be robust against tracking errors
and features attached to moving objects. Given the set ofin-
lier point matches, the homography computed with the
least-squares method is affected by a statistical bias, be-
cause homogeneous coordinates are treated as if they
were physical quantities without distinguishing measure-
ment data from artificial constants. In order to obtain an
optimal estimation of homography and reduce the insta-
bility of images mapping even with a small overlap be-
tween frames, we apply the method proposed by Kanatani
[5], based on a renormalization technique.

These homographies are then concatenated to obtain a
first mosaic. Any frame can be chosen as the reference one
onto which register all the others.

The frame-to-frame registration consists in computing,
for each framei the homographyHr,i , Ht

i that maps
framei onto the reference framer, using recursively the ho-
mographies that links consecutive frame pairs:





Hk = I
Ht

i = Ht
i−1Hi−1,i if i > r

Ht
i = Ht

i+1Hi+1,i if i < r

When the video sequence is long enough, this straightfor-
ward way to compose homographies yields an appreciable
misalignment for the frames farther from the reference one.
This is especially evident when the camera goes back onto
a scene part previously seen. In this case, registration can

take advantage from homographies linking non-consecutive
frames and reduces the global misalignment error.

2.2. Graph-based alignment

This stage is a slight modification of [10].
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Figure 1. Left: graph for “S. Zeno” sequence.
Nodes position is given by the centroid of
the corresponding frame in the mosaic ref-
erence frame. The blue (bold) edges link con-
secutive frames in the sequence. Black (thin)
edges are those added by our algorithm.
Right: Spanning tree composed by all short-
est paths from each node to the root.

The first step is to establish the frames which overlaps
each other. The frame-to-frame alignment{Ht

i} gives a
good approximation of the registration matrices, which al-
lows to estimate the degree of overlap between each frame.

In principle one could compute the homography linking
each overlapping pair, but as this is an expensive operation,
it should be performed judiciously.

A graph is constructed, whose vertices are the frames
and edges links overlapping frame pairs for which it makes
sense to compute an homography directly. Initially, only
consecutive frames in the sequence are connected. Then
edges will be added incrementally, linking frames that (fol-
lowing [10]) i) have a significant overlap, and ii) creates a
material shortcut between two vertices.

As an overlap measure we use the normalized distance
between centroids:

δij =
max(0, |ci − cj | − |di − dj |/2)

min(di, dj)
(1)

whereci, cj , di anddj are the centroids and the diameter of
the projection onto the mosaic of framesIi andIj , respec-
tively. If δij > 1 there is no overlap. As for criterion ii), we
compute

γij =
δij

∆ij
(2)

where∆ij is the cost of the shortest path between nodei
and nodej, in the graph with weightsδ on the edges.γij



varies in the range[0, 1]; the higher its value, the less influ-
ence it is likely to have pair(i, j) on the simultaneous reg-
istration. Please note that the value ofγij depends (via∆ij)
on the graph’s edges.

In order to choose which edges have to be added to the
graph (i.e., which homographies have to be computed be-
side those linking consecutive frames) the following greedy
algorithm is used:

1. T := {(i, j)|j = i + 1}; % consecutive frames

2. S := {(i, j)|j > i + 1}; % all pairs

3. for each (i, j) ∈ S compute δi,j e γi,j ;

4. S := S \ {(i, j)|δi,j ≥ s ∨ γi,j ≥ t};
5. L := T ;

6. while S 6= ∅;
7. e := arg min

(i,j)∈S
γi,j ;

8. S := S \ {e};
9. L := L ∪ {e};
10. for each (i, j) ∈ S compute γi,j

11. S := S \ {(i, j)|γi,j ≥ t};
12. end while

For all the edges(i, j) in L \ T , the corresponding ho-
mographyHij is computed directly from feature correspon-
dences. As the two framesi andj are not consecutive, fea-
tures can undergo severe perspective distortion. To over-
come this problem and obtain a more accurate matching
(KLT tracker is based on a translational model) the two
frames are first transformed onto the reference frame (with
Ht

i andHt
j respectively), thereby compensating the distor-

tion.
In the final graph (Fig. 1) we compute, for each framei,

the transformationHs
i that aligns it with the reference frame

by chaining homographies along the shortest weighted path
from i to r, where edges are weighted with the mean squares
residual of the homography computation.

This is equivalent to computing the (weighted) minimum
spanning tree (MST) with the reference frame as root. The
idea is that this yield a solutionHs

i , which we callMST so-
lution, that is less affected by errors accumulation thanHt

i

because it is the product of (possibly) fewer low-residual
factors.

2.3. Bundle adjustment

The bundle adjustment finds the solution{Hi} that min-
imizes the total misalignment of a pre-defined set ofm grid-
points on the mosaic. Letxk be a grid-point and letLk be
the set of edges(i, j) ∈ L such thatxk belongs to the over-
lap region between framei and framej. The error at the
grid-pointxk is defined as:

Ek =
1
|Lk|

∑

(i,j)∈Lk

||xk −Π (HiHijH−1
j x̃k)||2 (3)
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Figure 2. Simultaneous registration diagram.

whereΠ transforms homogeneous coordinates into Carte-
sian (pixel) coordinates. Since we want to simultaneously
minimize the error at all the grid points, we end up with a
system of non-linear equations that can be cast as a least-
squares problem:

min
{Hi}

m∑

k=1

E2
k (4)

The Levenberg and Marquardt algorithm1 is used to solve
Eq. (4), using{Hs

i} as the starting solution. Usually this
is already a good solution and few iterations are needed to
get to the global minimum. As suggested by [3], data stan-
dardization is carried out to improve the conditioning of the
problem.

The rationale behind the design of our cost function is
twofold:

• using a regular grid of points in the mosaic ensures a
uniform distribution of the misalignment errorin the
mosaicand

• computing residuals in the mosaic reference frame is
more correct than computing them in the images refer-
ence frame, because in this way we minimize a quan-
tity which is more closely related to the perceived mis-
alignment in the mosaic.

3. Super-resolution

Our approach to super-resolution was inspired by [12],
where sub-pixel motion information of a global motion
model is used to create mosaics with a resolution that is
higher than the resolution of each single video frame. In
[12] the mosaic is constructed withsource-scanwarping:
each pixel of each frame is mapped onto the mosaic, and
only if its position is close enough to an integer (±0.2), its

1 Available through thelsqnonlin MATLAB function.



color is assigned to the corresponding pixel in the mosaic.
Holes are eventually filled by interpolation.

This approach is attractive as it is simple, and super-
resolution arises as a by-product of mosaicing with sub-
pixel accuracy. However, it has three drawbacks, which our
method addresses: i) it contains an arbitrary threshold, ii) it
may leave holes to be filled with interpolation (not a good
idea when doing super-resolution) and iii) it suffers from
the folding problem, i.e., a pixel in the mosaic may be as-
signed more than once.

Our super-resolution mosaic is built usingdestination-
scanwarping: for each pixel in the mosaic (which has a res-
olution greater than the single frames), find the correspond-
ing position in each frame by backward mapping (with
properly scaled transformations) and pick the color of the
nearestpixel, over all the frames.

This “nearest pixel” strategy works well only if the reg-
istration isvery accurate. In practice, a weighted strategy
gives usually better results: backward-map the mosaic pixel
in each frame, find the closest pixel and weigh its color with
the inverse of the distance; finally, assign to the mosaic pixel
the weighted average of the colors. The weighting function
we used islog( 1√

2x
), which is 0 whenx = 1/

√
2 (the max-

imum distance to the closest pixel is bounded by1/
√

2) and
goes to positive infinity asx approaches 0.

4. Results

4.1. Comparison of quality measure

The quality evaluation of mosaics is usually subjective,
and it’s based on the perceived blurring. We propose to use
anobjectiveblurring measure, taken from the vast literature
on focusing [13]. In particular, we chose theenergy of the
image Laplacian

EL(I) =
1
n

∑
x,y

(∇2I(x, y))2

as it is smooth and has a sharp maximum. We wanted to
test the appropriateness of EL as a measure of the quality of
the alignment, and to compare it with other focus operators,
namely: Sum-Modulus-Difference (SMD), Sum-Modified-
Laplacian (SML) and Tenengrad, as defined in [13, 8].

A synthetic sequence of 15 identical frames were gener-
ated by replicating an image composed by black and white
bands. The inter-frame homographies (the identity) were
perturbed by adding noise with increasing amplitudeσ to
their entries. 70 independent trials were performed for each
noise level. In each trial a mosaic was constructed and the
focus operators were applied to it. The output of each oper-
ator was averaged over the 70 trials. The result is shown in
Fig. 3.
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Figure 3. Output of several focus operators
vs homography perturbation.

All the different operators have the maximum forσ = 0,
but the EL is smoother (i.e. has no local maxima) and
sharper.

4.2. Comparison with other cost functions

The bundle adjustment described in Sec. 2.3 is based on
an original cost function that we devised. Other cost func-
tions had been introduced in [11], and [10]. In this section
we briefly recall the description of this two cost functions
and in the next section we compare results. It must be clear
that we are not comparing our mosaicing solution with those
presented in [10] and [11], which are complex and differs
from ours in many aspects other than the cost function.

The cost function used in [10] has the following form2:

min
{Hi}

∑

ij∈L

E2
ij (5)

where

Eij =
4∑

k=1

‖Π (Hiũkij)−Π (HjH−1
ij ũkij)‖2 (6)

The error Eij penalizes the inconsistencies be-
tween frame-to-mosaic homographies (Hi e Hj) and
the inter-frame homography (Hij). Points ukij (with
k ∈ {1..4}) are the four vertices of the overlap region be-
tween Ii and Ij represented in the reference frame of
Ii.

In [11] the bundle adjustment consists in solving the fol-
lowing problem:

min
{Hi}

∑

ij∈L

∑

k∈Nij

E2
kij (7)

2 In the original formulation a regularization term was added in order to
fix the global reference frame. In our case the reference frame is fixed
arbitrarily.



where
Ekij = ‖mki −Π (H−1

i Hjm̃kj)‖ (8)

The setNi,j contains the indices of the “good” correspon-
dences(mki,mkj) between imagesIi andIj . In our imple-
mentation these are the inlier correspondences produced by
the robust homography estimation.Ekij is the residual for
featurek between imagesIi andIj computed in the refer-
ence frame of imageIi.

The main difference between these two approaches is
that in the former, as in ours, the information contained
in point correspondences gets distiled into homographies,
whereas in the latter all the original corresponding points
are used in the bundle adjustment.

4.3. Experiments

All the video sequences were taken with a digital hand-
held camera. Frames are 338× 280 pixel. Radial distortion
have been preliminary compensated by calibration [16]. All
the sequences and more results are available on the web3.
Experiments have been carried out on a Pentium 4 1500
MHz; the code is written in MATLAB and C.

In the first example we deal with a panoramic mosaic.
The full facade of S. Zeno cathedral was imaged while ro-
tating the camera (approximately) around its optical center.

The final mosaic is shown in Fig. 4. As a blending op-
erator for standard resolution mosaics we used the average.
Feathering could be used to overcome border effect [11] and
median could be used to get rid of (fast) moving objects [9].

The improvement of the global registration is particu-
larly evident in the area at the bottom center of the mosaic
(Fig. 5).

The second example is a planar scene, namely a map of
Europe, that was imaged by translating the camera. Figure
6 depicts the resulting mosaic whereas Fig. 7 shows a detail
where the benefit brought by the bundle adjustment can be
appraised.

Figure 8 shows the distribution of alignment error over
grid points. After bundle adjustment the error is smaller and
more uniformly distributed.

Figure 9 shows quality measures for mosaics obtained
from frame-to-frame solution, MST solution and bundle ad-
justment, starting from both frame-to-frame and MST and
with three different cost functions.

It can be noted that the graph-based registration always
improves over frame-to-frame registration and that the qual-
ity of the final mosaic is always better when starting from
the MST solution as opposed to starting from frame-to-
frame solution.

Our cost function gives better results than (6) and per-
form only slightly worse than (8), but our approach takes

3 http://profs.sci.univr.it/˜fusiello/demo/hrm

Figure 4. Mosaics of “S. Zeno” before (top)
and after (bottom) global alignment.

Figure 5. Detail of the mosaics before (left)
and after (right) global alignment.



Figure 6. Mosaic of the map of Europe after
global alignment.

Figure 7. Detail of the mosaic before (left) and
after (right) global alignment.

fewer iterations to converge (see Table 1). Indeed, it stops
after few iterations, while the others reach the maximum
number of iterations (set to 30).

Method Iter Time (s)

Our 8 116
Sawhney 30 168
Szeliski 30 257

Method Iter Time (s)

Our 6 90
Sawhney 30 134
Szeliski 30 194

Table 1. Computation times for “S. Zeno”
(left) and “Europe” (right)

Figure 10 demonstrates that EL consistently increases
with the number of iterations, even if it is not directly re-
lated to the error measure that is minimized. In this case
we let our algorithm to run for 30 iterations, behind conver-
gence.

Results concerning super-resolution are visible on the
web for subjective evaluation.
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Figure 8. Alignment errors on mosaic grid-
points before (left) and after (right) bundle ad-
justment (please note that scale on the verti-
cal axes are different).

5. Conclusions

In this work we presented a new technique for automatic
construction of panoramic and planar mosaics from video
sequences using projective transformations. Novel contri-
butions include global registration and super-resolution. A
new measure for mosaic quality estimation was also intro-
duced. Experiments confirm the goodness of our approach,
which yields mosaics of better quality with fewer iterations
compared to existing methods.
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