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Abstract. This paper presents a satellite image co-registration proce-
dure aiming at simultaneously estimating multiple affine transformations
between a set of multi-temporal or multi-source satellite images, reduc-
ing error accumulation and improving metric precision. The approach
is based on synchronization, a method that seeks to infer the unknown
states of a network of nodes, where only the ratio (or difference) between
node pairs can be measured. In our case states represent affine transfor-
mations. The proposed method globally combines via synchronization
pairwise transformations computed for all the image combinations of
the multi-temporal sequence, beyond the traditional image-to-base ap-
proach available in remote sensing and GIS packages. Results obtained
with Landsat and Sentinel-2 images reveal that the algorithm can be
used not only to perform the actual co-registration, but also as a diag-
nostic tool to evaluate the quality of transformation parameters through
a comparison with basic co-registration methods, as well as with global
least squares adjustment.
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1 Introduction

Since the first Sentinel launch in 2014, the availability of free and open access
satellite images has increased exponentially [11]. Nevertheless, before the release
of Level-2 products (i.e., surface reflectance and surface temperature), the enor-
mous amount of information recorded by optical satellites could not be used ef-
fectively for geophysical/biophysical analyses. This situation drastically changed
in 2018 when the European Space Agency started producing atmospherically-
corrected Sentinel-2 images, following the U.S. Geological Survey’s best practice
for their Landsat missions. Consequently, today the end-users can fully exploit
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the increasing potentialities of cloud-based computing platforms for the auto-
matic processing of long time series of images (e.g., Google’s Earth Engine).
Furthermore, the EU is developing its cloud ecosystem, made of the Copernicus
Data and Information Access Services (or DIASes) for commercial applications
[10], as well as the free Sentinel Hub for non-commercial use [8].

In this fast-changing scenario, cloud-based tools usually focus on the core
methods for data analysis, requiring the user to take care of all the necessary
radiometric and geometric pre-processing. Regarding the geometric uncertain-
ties, archived Sentinel-2 images have a 2σ geolocation accuracy of 12.5 m when
processed with Ground Control Points (GCPs) [9]. Similarly, Landsat images
archived in the Tier 1 collection have a geolocation RMSE of 12 m [25]. Con-
sequently, the time-series analysis or multi-source analysis (e.g., Landsat and
Sentinel) might need geocoding refinement to avoid errors due to an insufficient
co-registration accuracy. For this reason, many studies were published in the last
years about this specific topic [23,18].

The current available strategies for precise co-registration (or simply regis-
tration, or alignment) of time-series are illustrated and discussed in [20]. In the
case of medium-resolution images, the application of standard pre-processing
steps reduces the co-registration process to the computation of a 2D geometric
transformation mapping the space of each image into a reference datum [16]
(a.k.a. image-to-map approach). When working with a single image, this task
can be accomplished by measuring some GCPs, whose coordinates are retrieved
from higher-accuracy digital data or from direct measurement (e.g., by using
GNSS positioning). GCPs are then used, together with their corresponding ob-
servations in the image, to estimate the parameters of the 2D transformation
able to obtain the georeferencing in the given datum. An alternative approach
for co-registration is based on the image-to-image techniques, where images are
directly co-registered without external data. While manual measurements of tie-
points has been the standard practice since the beginning of Remote Sensing
(RS), the development of image matching techniques has allowed to transform
this task into an automatic operation (see, e.g., [15]).

When working with time series including several overlapping images, the
basic image-to-image co-registration approach – called image-to-base1 – is to
select a reference (base) image and register all the remaining images to it using
basic co-registration processes that works on pairs of images (see, e.g., [13,23]).

On the other hand, some authors have proposed an alternative approach
based on the Bundle Block Adjustment (BBA), where the co-registration of a
time series is computed by considering tie-points between all overlapping images,
and not only w.r.t. the base image [6]. An obvious key feature of BBA is that
also images that do not directly share any tie-point with the base image, for ex-
ample because of some changes in land cover, can be registered together. But, as
described in [20], this approach has another feature that becomes very important
when tie-points are automatically extracted using image matching algorithms.

1 The traditional ”master-to-slave” terminology has been replaced here with this one,
which, albeit not standard, fulfill politically correctness requirements.
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Since also robust matching techniques may leave behind wrong observations, the
redundancy of tie-points that are used within a BBA can be exploited for a more
efficient detection and rejection of errors, according to the theory of reliability
that has been widely investigated in Geodesy [12]. Such an operational workflow
is recommended where many images must be aligned in an automatic way. In
this case, the redundancy of tie-points is used to control the quality of the final
results.

In this work, an alternative procedure for solving the global co-registration
problem called synchronization (see Section 3) is presented and compared against
Multi-Image Robust Alignment (MIRA), a global least squares adjustment ap-
proach that was presented in [20]. The effort of developing an alternative tech-
nique to solve for the BBA has multiple aims. First of all, to see whether some
cases of failures in the co-registration (e.g., due to the low number or poor
distribution of tie-points) can be overcome. Second, the look for a more effi-
cient approach under computational point-of-view. Indeed, when working with
massive data sets (hundreds of images in the time series) and with thousands
of tie-points, the computational burden of the traditional least squares adjust-
ment may be too much time-consuming also for modern workstations and cloud
computing. Third, the availability of two independent approaches for the co-
registration of images can be used for mutual validation of the results. This
aspect, together with the application of the reliability analysis, is expected to
enforce the controllability of the final co-registration.

2 Multi-Image Robust Alignment

Multi-Image Robust Alignment (MIRA) is a global least squares adjustment
approach that was presented in [20] with the aim to provide a fully automatic
pipeline for the geometric co-registration of satellite time series with sub-pixel
accuracy, based on the least squares solution of a system of parametric equations.
The method does not depend on external information or user interaction and
addresses the following requirements:

• Generic applicability to multi-sensor time series of satellite images;
• Robustness against illumination geometry, atmospheric conditions, land cover

changes, image quality, and spatial resolution; and
• Possibility to be easily integrated into existing (RS) processing pipelines.

MIRA is composed of several sequential steps, the first one being keypoint
extraction via a SIFT-like approach (found also in [24]). More in detail, the
keypoint detector is the one proposed by [17], where blobs with associated scale
levels are detected from scale-space extrema of the scale-normalized Laplacian.
As for the descriptor, MIRA implements a 128-dimensional radial descriptor,
based on the accumulated response of steerable derivative filters.

To detect pairwise matches, a nearest neighbor approach is applied, followed
by a robust method based on M-estimator SAmple Consensus (MSAC) to esti-
mate 2D transformations between pairs of images. Finally, a base image is chosen
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and an affine transformation able to map each image to the base one is computed
with a global least squares adjustment strategy, as described in [6]. In short, each
tie-point provides two linear equations where the unknowns are the parameters
of the affine transformation of the images. The resulting over-constrained linear
system is solved with least squares fitting.

3 Image Registration via Synchronization

In this section, we introduce the global approach known as synchronization, that
can be applied to image co-registration.

Given a network of nodes (or a graph), where each node is characterized by
an unknown state and pairs of nodes connected by an edge can measure the ratio
(or difference) between their states, the goal of synchronization [22] is to recover
the unknown states from the pairwise measures.

As an example, one can think of topographic levelling as a synchronization
problem, where absolute height is the state, differences in elevation between pairs
of points are measured, and one wants to retrieve the height of each point.

Mathematically, states are represented by elements of a group Σ. Different
instantiations of Σ lead to different variants of the synchronization problem.
Among them, it is worth citing the special linear group SL(d) for homograpy
synchronization [21] and the General Affine group GA(d) for affine matrix syn-
chronization [7], where d denotes the dimension, two in our case.

Thanks to the formalism of synchronization, several photogrammetric and
computer vision problems [4] can be addressed without relying on features or
points, since the problem is formulated in frame space, or, more abstractly, in
a group [2]. In [19], e.g., the image mosaicking problem is solved exploiting
homography synchronization to align and stitch multiple images and affine syn-
chronization to compute global color corrections. In this paper, the attention
is focused on synchronization over GA(2), for multi-temporal or multi-source
satellite images are registered applying affine transformations.

In order to formally define the problem and its solution, let ∗ denote the
operation in the group Σ. Suppose that the relations between the index pairs
(i, j) ⊆ {1, .., n} x {1, .., n} are known, and refer to them as zij . Synchronization
can be formulated as the problem of recovering xi ∈ Σ for i = 1, .., n such that
the following consistency constraint is satisfied

zij = xi ∗ x−1j . (1)

The solution is defined up to a global (right) product with any group element,
i.e., if xi ∈ Σ satisfies (1) then also xi ∗ y satisfies (1) for any (fixed) y ∈ Σ.

Pairwise measures are usually noisy, so the consistency constraint cannot be
satisfied exactly. Thus, we search the solution that minimizes the consistency
error :

ε(x1, x2, .., xn) =
∑
(i,j)

δ(zij , xi ∗ x−1j ) (2)

where δ : Σ ×Σ → R+ is a metric function for Σ [3].
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3.1 Synchronization over (GL(d), ·)

Let us first consider the synchronization problem over the General Linear group
GL(d), which is the set of all d×d invertible matrices, where the group operation
∗ is matrix multiplication and the identity element is Id. LetXi ∈ Rd×d and Zij ∈
Rd×d denote the matrix representations of xi ∈ Σ and zij ∈ Σ, respectively.
Using this notation, Equation (1) can be rewritten as Zij = XiX

−1
j .

Let us collect the unknown group elements and all the measures in two ma-
trices X ∈ Rdn×d and Z ∈ Rdn×dn respectively, which are composed of d × d
blocks:

X =


X1

X2

. . .
Xn

 , Z =


Id Z12 . . . Z1n

Z21 Id . . . Z2n

. . . . . .
Zn1 Zn2 . . . Id

 . (3)

If not all the pairwise measures Zij are available, the input matrix becomes
ZA := Z � (A⊗ 1d×d), where � denotes the Hadamard product, A is the adja-
cency matrix, 1d×d represents a d × d matrix filled by ones and the Kronecker
product with 1d×d is required to match the block structure of the measures. The
n×n adjacency matrix is constructed as follows: Aij = 1 if the pairwise measure
Zij exists, Aij = 0 otherwise. Accordingly, the consistency constraint writes

ZA = (XX−[)� (A⊗ 1d×d) (4)

where X−[ ∈ Rd×dn denotes the block-matrix containing the inverse of each
d× d block of X.

It can be shown [1] that the following relation holds

ZAX = (D ⊗ Id)X (5)

where D is the degree matrix defined as D = diag(A1n×1). Thus, the eigenvec-
tors of (D ⊗ Id)−1ZA corresponding to the d largest eigenvalues represent an
estimate of X. This is also known as the spectral solution.

3.2 Synchronization over GA(d)

The previously described formulation allows us to easily retrieve the solution also
for the synchronization over the General Affine group GA(d). This is the set of
invertible affine transformations in d-space, which admits a matrix representation
through (d+ 1)× (d+ 1) matrices

GA(d) =

{[
M v
0′ 1

]
, s.t. M ∈ Rd×d,v ∈ Rd

}
. (6)

GA(d) is a subgroup of GL(d+ 1), therefore, following Equation 5, the syn-
chronization problem can be solved by computing the top d + 1 eigenvectors
of (D ⊗ Id+1)−1ZA. Since this approach leads to an algebraic solution, it does
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not enforce constraints that matrices in GA(d) should satisfy. Going into detail,
the output matrix U will not have vector [01×d 1] in rows multiple of d + 1,
in general. In order to obtain X from U , one must choose a different basis for
the resulting eigenvectors that satisfies such constraint. This can be obtained by
solving a linear system of equations, as explained in [5].

To solve the problem of satellite images co-registration, in this work we apply
synchronization overGA(2) to convert pairwise affine transformations into global
ones. In this way, all transformations between overlapping images are considered
simultaneously, minimizing the errors among the whole set of images.

The method is also attractive for its simplicity, as it enjoys an easy and
compact Matlab implementation2. Moreover, it requires only to store pairwise
transformation parameters, with benefits in terms of memory footprint and com-
puting time when compared to other global methods such as MIRA, that relies
on the tie-points extracted during the matching phase.

4 Experiments and Results

The novel approach based on affine synchronization (henceforth dubbed AS) is
compared with traditional image-to-base approach using the MIRA solution [20]
as the baseline.

These approaches were tested with sets of data imaged on different locations,
in different seasons and/or years, with different illumination, land cover and
cloud coverage as well as different sensors. The common stages of keypoints
extraction and matching were performed using the Satellite Automatic Multi-
Image Registration (SAMIR) software [14].

4.1 Dataset Sevilla

The Sevilla dataset captures a typical Mediterranean landscape, with flat and
hilly topography. All the image tiles were downloaded from Sentinel Hub (https:
//www.sentinel-hub.com) as already geocoded to the UTM zone 29 N – WGS84
(EPSG:32629) reference system and have a footprint of 110 km x 110 km. More
specifically, the dataset Sevilla is made up of 5 images: 4 Sentinel-2/MSI cloud-
free images collected over Sevilla (Spain) on 27-APR-2019 (image S2-0), 26-
JUN-2019 (image S2-1), 09-SEP-2019 (image S2-2), and 18-NOV-2019 (image
S2-3); and 1 additional cloudy Sentinel-2/MSI image collected over Sevilla on
20-AUG-2019 (S2-4). Image co-registration was carried out by using the image
acquired on 27-APR-2019 (i.e., S2-0) as base image.

As a first test to validate the co-registration algorithms, only the cloud-free
images were taken into account. Fig. 1 shows the location of the extracted tie-
points: one can notice that the spatial distribution is not homogeneous over
the images and most of them are detected in urban areas, which have a better
texture.

2 Code available at http://www.dpia.uniud.it/fusiello/demo/acs/
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S2-0 S2-1

S2-2 S2-3

Fig. 1: Tie-points for the cloud-free images acquired over Sevilla.

The number of tie-points and their distribution was very good for all image
combinations, therefore similar parameters were found for the affine transforma-
tions computed using different strategies. The number of matched tie-points is
always larger than 6,000 for all image combinations (see Tab. 1). Adding more
points would make no sense for they tend to fall in already populated areas.

Taking MIRA as the gold standard method, we performed a comparison with
the other two co-registration approaches, namely image-to-base and AS, taking
the translation error:

∆T =

√
(TMIRA

x − TAS
x )

2
+
(
TMIRA
y − TAS

y

)2
(7)

as a figure of merit. We use translation because scale and rotation errors have
been found to be negligible, and translations in pixels can be easily related to
the error in metric units knowing the ground sampling distance (GSD).

For this first dataset, differences between tested methods are very small: the
mean value of ∆T , averaged on the three images, is 0.027 pixel (σ = 0.014 pixel)
for image-to-base vs MIRA and 0.017 pixel (σ = 0.016 pixel) for AS vs MIRA.
This test confirms that the different co-registration algorithms provide the same
transformation parameters when a good point distribution can be achieved on
all the images of the dataset. It also proves the correctness of the algorithms,
and it demonstrates that in the case of few images with a very good overlap with
the base, a simple image-to-base approach is sufficient.
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Fig. 2 shows the keypoints extracted on the cloudy image S2-4, when intro-
duced in the process. As expected, no keypoints were matched inside the areas
covered by clouds.

Fig. 2: Cloudy Sentinel-2/MSI image S2-4.

The inclusion of a new image should not affect pairwise matching of the previ-
ous images, nevertheless, the process is not repeatable due to random component
inside MSAC. To overcome this issue, we did not perform again the matching
step but just updated the tie-points with the new combinations including S2-
4. Tab. 1 clearly shows that image matching involving S2-4 have a significant
smaller number of keypoints.

Table 1: Matched points, including the additional cloudy image.

S2-0 S2-1 S2-2 S2-3 S2-4

S2-0 0 8,072 7,864 6,142 2,898
S2-1 8,072 0 22,430 9,316 5,028
S2-2 7,864 22,430 0 11,126 4,476
S2-3 6,142 9,316 11,126 0 2,590
S2-4 2,898 5,028 4,476 2,590 0

All the co-registration methods performed slightly worse when including the
cloudy image. In this case, the mean value of ∆T is 0.058 pixel (σ = 0.038 pixel)
for image-to-base vs MIRA and 0.047 pixel (σ = 0.028 pixel) for AS vs MIRA.
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4.2 Dataset Venice

The Venice dataset features both Sentinel-2/MSI and Landsat-8/OLI images
(Fig. 3) and includes flat, hilly and mountain regions, and several urbanized ar-
eas. Landsat images were downloaded from Earth Explorer (https://earthexplorer.
usgs.gov) as geocoded images in UTM zone 33 N – WGS84 reference system and
have a footprint of 185 km × 185 km. Sentinel-2 images were downloaded as
described in the Sevilla dataset.

Overall, the dataset is made up of 5 Sentinel-2/MSI images and 5 Landsat-
8/OLI images collected over Venice (North-East Italy). Landsat images were
collected on 11-JUN-2017 (LS-0), 03-OCT-2019 (LS-1), 10-OCT-2018 (LS-2),
22-NOV-2017 (LS-3), and 20-DEC-2017 (LS-4). Sentinel images were collected
on 20-NOV-2017 (S2-5), 15-DEC-2018 (S2-6), 01-NOV-2019 (S2-7), 17-AUG-
2018 (S2-8), and 03-JUL-2019 (S2-9).

The co-registration process was carried out using spectral band B03 for both
Sentinel-2/MSI (542-578 nm) and Landsat-8/OLI (530-590 nm). We made that
choice to make our co-registration pipeline suitable to the processing of any
satellite image. Specifically:

• These sectors of the visible spectrum are covered by all the adopted sensors;
• The use of images with similar wavelengths makes easier the detection of

corresponding tie-points;
• In the visible spectrum, green has more image contrast because it has a

smaller Rayleigh scattering (about 1/4 of total path radiance) compared to
blue (about 2/3 of total path radiance).

• In vegetated areas, green has higher contrast (reflectance about 10%-12%)
compared to red (reflectance about 4%-5%).

Fig. 3: The different overlap between Sentinel-2/MSI and Landsat-8/OLI.

In this case the use of different cameras, orbits, spatial resolution, and prod-
uct geocoding accuracy generate larger errors in the registration between mixed
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sensors. The correspondence between the Landsat 8 images is relatively good
(less than 2 pixel). The results for Sentinel-2 images show larger discrepancies su-
perior to 3 pixels between the different co-registration methods (Fig. 4). Overall,
the mean difference between image-to-base and MIRA methods is 1.755±1.506
pixel, while the comparison between AS and MIRA shows slightly lower error
values (1.553±1.108 pixel). Such result is worse than previous figures, and un-
veils that point distribution in the images is not sufficiently good for a reliable
co-registration procedure. In this sense, applying 3 different co-registration algo-
rithms (which however are based on the same set of corresponding points) can
reveal if the tie-points are sufficiently good to ensure reliable co-registration,
which is a fundamental preliminary procedure in remote sensing.

Image #
1 2 3 4 5 6 7 8 9
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AS vs MIRA

Fig. 4: Results for the Venice dataset. ITB stands for ”image-to-base”.

4.3 Dataset Po Valley

The last experiment demonstrates the advantage of using MIRA or AS when
image-to-base co-registration is not feasible. As a matter of fact, these approaches
can successfully register long time series only when the base image has enough
matches with the other images. When this is not the case, MIRA and AS can
exploit matches extracted between all image pairs, therefore indirectly tying all
the images to the base one.

The Po Valley dataset is a typical test for agricultural applications. It includes
9 Landsat-8/OLI images, 13 Sentinel-2A/MSI and 6 Sentinel-2B/MSI images
collected from April 2017 to July 2019 in Italy’s most fertile land. Satellite images
were selected with cloud cover up to 50%, different cloud’s spatial distribution
and size, to test the robustness against cloud coverage. Besides, the satellite
data were not corrected/compensated for the atmospheric effect. That makes
the image matching even more challenging.
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Unlike the Venice dataset, the image matching was done with the near-
infrared spectral bands: band #8a for Sentinel-2 (854-875 nm), and band #5
(850-880 nm) for Landsat-8/OLI. The near-infrared is widely used to monitor
farmlands and also partially reduces the impact of the different atmospheric
conditions, contrasting crops with different growth stages.

Comparing the parameters estimated via the MIRA method and AS shows
that differences are rather small (on average, 0.045 pixel with σ = 0.032 pixel)
and confirms that the two methods provided equivalent results. As mentioned,
the comparison does not include the image-to-base strategy which cannot be
applied in this scenario for the impossibility to match the base image with all
the others images.

5 Conclusion

Synchronization has a wide range of interesting applications [2]. In this paper we
applied it to the co-registration of remote sensing images as an alternative to the
more traditional image-to-base approach. Both MIRA and AS can overcome the
lack of co-registration results when the base image does not share matches with
all the remaining images in the dataset. In fact, image-to-base co-registration
strategies usually available in remote sensing/GIS software packages cannot au-
tomatically complete the co-registration workflow for those images. The use of
methods able to handle also matches extracted between other (all, in principle)
image pairs can overcome this limitation. Experiments in the paper have shown
that a discrepancy between the computed parameters with both AS and MIRA
could indicate an unreliable set of matches extracted automatically in the image
dataset. Comparing the parameters estimated with both methods can be there-
fore intended as an additional diagnostic tool able to verify the reliability of the
extracted set of tie-points.
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